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Abstract— Pomelo peel as an agricultural waste is used to test the
feasibility of it in removing cadmium ions from aqueous solution.
Pomelo peel contains high amount of pectin which consists of
functional groups that are able to bind with cadmium ions. The
feasibility of pomelo peel as biosorbent to remove cadmium ions
from aqueous solution is conducted in batch with pH ranges
from 1 to 6, contact time ranges from 0 to 240 minutes and
concentration of initial cadmium ions ranges from 25 to 100
mg/L as variables. The efficiency of untreated and pre-treated
pomelo peels will also be compared. Biosorption isotherms can be
generated using Langmuir and Freundlich models and kinetics of
sorption process can be analyzed using pseudo-first order rate
equation and pseudo-second order rate equation.No results have
been shown as the experiment is still on going. However, it is
strongly supported by theories and other researched papers that
it is feasible for agricultural waste to be used as biosorbent in
treating cadmium from aqueous solution.
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1. Introduction

The natural occurring heavy metals have been a threat to living
organism for their high toxicity. Cadmium as a heavy metal can be
found in natural activities or man-made activities. Through these
activities, many of the water sources are being contaminated with
cadmium as it is highly soluble in aquatic environment. The
carcinogenic cadmium mainly exposes to human through their diet.
Contaminated soil and water causes the uptake of cadmium by crops
and animals which are part of human diets and can cause failure of
organs by accumulating in the tissues.

Primarily, cadmium accumulates in the liver where low molecular
weight protein called Metallothionenins (MT) will form complexes
with cadmium[1]. These complexes will release to various organs
through blood and accumulates in the kidneys[2]. Since the body is
poor in excreting cadmium and cannot actually metabolically
degrade it into less toxic substance, even a small amount of cadmium
accumulated in the body can cause serious health risk[3].Hence, it is
essential to minimize or prevent cadmium from entering our body.

There are several ways of treating cadmium from aqueous
environment. Traditional methods such as precipitation, membrane
filtration, ion exchange, absorption and co-precipitation are high in
cost, difficult to maintain and low in efficiency[4].The most
economical and effective method of all the treatments is adsorption
using mainly activated carbon as adsorbent. However, activated
carbon as adsorbent is not very economical and which is why
agricultural waste by products are being researched to explore the
feasibility. Agricultural wastes are not only economical and effective
but most importantly, they are environmental friendly and can be
regenerated easily. They can also be found abundantly in most places
and are non-toxic.

In this research, pomelo peel is chosen because the availability is
abundant in Southeast Asia and they are rarely being researched.
They contain high level of pectin which is a natural occurring
polysaccharide in its cell walls and between the cell walls. Pectin
consists of functional groups such as carboxyl groups, ether and
amide which bind with cadmium ions to form complexes in the
solution[5, 6]. The content of pectin of several fruit by products have

been studied and compared. Pomelo peel is found to have the highest
pectin content among them[7].

Studies have shown that pretreating agricultural wastes with
chemicals can be more effective than non-treated ones[8, 9, 10].
Agricultural wastes that are chemically modified can extract soluble
organic compounds and improve chelating efficiency[11, 12, 13, 14].
Acidic pretreatment has proved to be effective in eliminating
impurities and ions that are dominating the binding sites[10]. Hence
pretreated pomelo peels will also be compared to untreated pomelo
peels.

1.1 Research Objectives

The objectives of this research were to explore the feasibility of
removing cadmium ion from aqueous solution using untreated and
pretreated pomelo peel by conducting batch experiments. The
untreated and pretreated pomelo peels were compared to identify the
best pretreatment. Also, the effects of solution pH, initial cadmium
ion concentration and contact time were studied to identify the
optimum conditions for this biosorption process.

2. Methodology

2.1 Preparation of Pomelo Peels

Pomelo peels were collected and washed with deionized water to
eliminate any foreign particles and water soluble materials. The
washed pomelo peels were cut into small pieces of 1 to 2 cm and
dried in forced air convection oven (PROTECH, Model FAC-350) at
about 60°C or below for approximately 48 hours or until the weight
of the pomelo peels is constant to ensure all the moisture in the
pomelo peel is being eliminated. The dried pomelo peels were
blended in blender (Magic Bullet) and sieved using 500 um cut size
sieve to m'crease the surface area of blOSOI‘pthﬂ
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. Fig. 2b Pomelo Peel cut into 1-2cm
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Fig.2cImage of Blended Dried Fig. 2dImage of Sieved Pomelo Peel

Pomelo Peel

2.2Pretreatment of Pomelo Peels [15]

The general procedures for preparing the pomelo peel are the
same as section 2.1. Dried and sieved pomelo peel was washed with
isopropyl alcohol to form PPL. PPI was washed with sodium
hydroxide to form PPIS and citric acid to form PPIC. PPIS was
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washed with citric acid to form PPISC. Experiment will be
conducted using untreated and pretreated pomelo peels.

2.3Determination of Effect of Solution pH

The effect of solution pH was determined by agitating 0.1g of
untreated or pretreated pomelo peel and 100ml of 50 mg/L cadmium
nitrate solution using shaker for 24 hours with a speed of 150rpm.
The solution pH was adjusted by adding droplets of NaOH or HNO;
ranging from pH 1 to pH 6. The experiment was conducted in room
temperature. A graph of equilibrium cadmium ion capacity against
pH of solution was plotted to see the effect of solution pH.

2.4Determination of Effect of Initial Cadmium Ion
Concentration (Isotherm Experiment)

The effect of initial cadmium ion concentration was determined
by agitating 0.1 g of untreated and pretreated pomelo peel with
concentration of cadmium nitrate solution ranging from 25 mg/L to
100 mg/L for 24 hours at room temperature with a speed of 150rpm.
The pH of the solution was kept constant at pH 4 by adding droplets
of NaOH or HNO;. Equilibrium isotherms were generated using the
results. Langmuir model was described by:

Qe = GmaxbCe/(1+bC) M
andFreundlich model was described by:

e = KeC.'" ()

where,

ge = equilibrium cadmium ions capacity (mg/g),

Jmax = Maximum uptake capacity (mg/g biosorbent),

C, = equilibrium concentration (mg/1 solution),

b = Langmuir equilibrium constant.

Kr and n = Freundlich constants charactieristic of the system.

2.5Determination of Effect of Contact Time (Kinetic
Experiment)

The effect of contact time to biosorption process was determined
by agitating 0.1g of untreated and pretreated pomelo peel with 100
ml of 50mg/L of cadmium nitrate solution using shaker with different
contact times ranging from 0 to 240 minutes with constant speed of
150 rpm at room temperature. The pH of the solution was kept
constant at pH 4 by adding droplets of NaOH or HNOj;. Pseudo-first
order rate equation and pseudo-second order rate equation were used
to analyze the kinetic of biosorption. Pseudo-first order rate equation
was described by:

In(1-q/qc) = -kit 3
and pseudo-second-order equation wasdescribed by:
tg, = (1/Kq.”) + (V) @

where,

q; = weight of solute adsorbed per gram of biosorbent (g solute/g
biosorbent),

qe = weight of solute adsorbed per gram of biosorbent at equilibrium
(g solute/ g biosorbent)

t = contact time

k, = rate constant of pseudo-first-order sorption and

k, = rate constant of pseudo-second-order sorption.

2.6Cadmium Analysis

Capacity of cadmium ions per gram of pomelo peel biosorbentwas
determined by using mass balance. The equilibrium capacity of
cadmium ions was calculated using the equation:

Qe = V(Ci'ce)/m- (7)
Where,
de = equilibrium cadmium ions capacity (mg/g),
V = the suspension volume (1),
m = the mass of biosorbent (g),
C. = cadmium ions concentration at equilibrium (mg/1),
C; = initial cadmium ions concentration (mg/1).

The residual cadmium concentration was analyzed using flame
atomic adsorption spectrophotometry (FAAS).

3. Conclusions

Since the experiment is still on going, the results of the
experiments have yet to be compared. However, with reference and
support of many researched papers, using agricultural wastes to
remove harmful cadmium are feasible and economical. It is also an
environmental friendly substitution to other adsorbents. This is
important for wastewater treatment to remove cadmium before
releasing the wastewater into the environment as to avoid exposure
of this highly toxic heavy metal to living organisms.
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Abstract— Torrefaction is a mild thermal conversion, usually
used as a pre-treatment process prior to pyrolysis and
gasification process. It is used to increase the energy density and
improve the handling, storage, and transport of the biomass.
However, torrefaction process produces liquid and gaseous by-
products. Characterisations of the by-products are important
before commercialising the process. In torrefactionof palm
mesocarp fibre, main compounds found in the liquid product are
acetic acid and phenol, whereas the main permanent gases
produced are carbon dioxides and carbon monoxide.
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1. Introduction

Bioenergy is an alternative energy sources replacing fossil energy
that causes less harm to the environment. Biomass residues are
abundant, carbon dioxide neutral with minimal amount of sulphur
and nitrogen [1]. However, lignocellulosic biomass has high moisture,
low bulk energy density and difficult to transport, handle, store and
feed into existing combustion system[2]. Palm mesocarpfibre (PMF)
is one of the biomass produced through palm oil milling process and
it is 12-15% of fresh fruit bunch by weight[3]. The abundance of the
biomass may lead to serious environmental issue if it is not treated.

Thermal conversion technologies are commonly used to develop
the energy from biomass, such as pyrolysis, direct combustion,
gasification and liquefaction [2]. Higher efficiencies of fuel
production or consumption can be achieved by undergoing
pretreatments. Raw biomass has high moisture content and low
energy density compared to fossil fuel. It also difficult to be grinded
and have hygroscopic behaviour that causes inability to be stored for
a long period of time [2]. These limitation are able to be improved by
a thermolysis process namely torrefaction. Torrefaction is a thermal
pre-treatment that perform at temperatures of 200°C to 300°C at an
inert atmosphere. This process improved energetic value,
hydrophobicity and friability of the biomasses. Mass loss of the
biomass through the process is mainly caused by dehydration and
devolatisation of hemicellulose component [4]. This greatly increases
the energy density of the biomass.

Studies on the volatiles have been done for other lignicellulosic
biomass torrefaction, for example, Prins[5]has done studies on
composition of volatiles produced for torrefaction of willow and
larch,and volatiles of reed canary grass, wheat straw and willow
torrefaction process were study with the aid of TGA-FTIR by
Bridgeman [6]. Less attention has been paid to volatile products
produced during torrefaction of oil palm biomass. With the potential
of commercialising process and start up oil palm biomass
torrefaction plant, the volatiles produced will be of larger amount.
Therefore, studies on the characteristic of the gas and liquid by-
product are crucial. Thus, in this study, characteristics of gas and
liquid by-productfrom torrefaction of PMF are examined. The
temperature of torrefaction process are 220°C, 250°C and 280°C,
which represent light, moderate and severe torrefaction temperature
respectively. Permanent gases produce are typically carbon dioxide
and carbon monoxide, with traces of hydrogen and methane[7].
While liquids are expect to contain mainly acetic acid and phenol.

2. Material and Methods
2.1 Material

Palm MesocarpFiber (PMF) was obtained from local palm oil mill in
Seri Ulu Langat Palm Oil Mill in Dengkil. The oil palm wastes were
oven-dried at 105°C for 24 hours to eliminate free moisture content
in it. Dried oil PMFwasmilled into particle sizes between the ranges
of 0.5 mm to 2.00 mm. It is then sieved using Retsch sieve shaker.
The samples will be stored in air-tight containers to avoid moisture
contact with the samples.

2.2Torrefaction Process

PMF undergo torrefaction process in a bench-scale torrefaction
reactor. The sample weight is 25g for each run and it is placed in the
reactor at room temperature. Nitrogen gas of 150ml/min at STP is
used to inert the system for30 minutes before commencing heating.
The reactor is heated at 10°C/min. The experimental temperature of
220°C, 250°C and 280°C will be used to representing mild, moderate
and severe torrefaction. The retention time of the torrefaction process
is at 0.5h and 2h for each temperature. Torrefaction will produce
three phases of products. Torrefied solid biomass is the main product
which has been studied over the years. Therefore, the focus of this
study is on the liquid and gaseous product. After the torrefaction
process, samples were cooled and weighed to determine the solid
yield. Volatile liquid are collected in a liquid trap at the base of the
reactor. The condensed liquid wasweighed and placed in amber glass
container and stored in a cold environment for further analysis.

Permanent gaswascollected in gas bags across the wholetorrefaction
process. First gas bag was collected after purging the reactor with
nitrogen for 30 minutes. Gas bag 2 was taken at 10" minute of
ramping. When the temperature of reactor reaches experimental
temperature, third gas bag is collected. It is followed by collection of
gas bag at 15 minutes interval till the end of residence time and the
last gas bag was collected 30 minutes after that.

2.3 Gas Analysis

Agilent Technologies 7890A Gas Chromatograph with TCD and FID
was used. Oven temperature is 60 °C, hold for 14 min and pressure is
maintained at 20 psi.

2.4Liquid Analysis

Liquid samples are diluted to Swt% with Propan-2-ol before
introducing to the Gas-Chromatograph-Mass-Spectrometry (GC-MS)
unit. Agilent HP-5ms(30 m x 0.25 mm X 0.25 um) capillary column
was installed in an Agilent Technologies 7890A Gas Chromatograph
with 5975C Mass Spectrometer. Helium is use as carrier gas at 30
cm/s, constant flow. The initial oven temperature is 40°C, hold for 1
minute, ramp up at 15°C/min to 100°C, thenfurther ramping at
10 °C/min to 210 °C and hold for 1 minute, then ramping at 5 °C/min
to 310 °C and hold 8 minutes. The MSD source at 300 °C,
quadrupole at 180 °C, transfer line at 290 °C, scan range 45 to 450
amu. The standard to quantify phenol is taken from Phenol-mix 19
by Dr. Ehrenstorfer GmbH.The pH of the liquid produced are
analysed by Mettler-ToledoS20-K SevenEasy pH Meter.
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Figure 1 Concentration of gas produced across torrefaction process of PMF using GC-FID

3. Results and Discussions
3.1 Mass Yield and pH Value

The mass yields are in weight percent of the initial raw biomass.
Liquid mass yield of torrefaction of PMF shows an increasing trend
by increasing of both residence time and temperature. Longer
residence timeallows the lignocellulosiccomponents to further
breakdown and gives a lower mass yield,thus, higher energy density.
Compared the mass yield to review from [4], the mass yield of lower
than results from this experiment, but it shows a similar trend. This
could be cause by different reactor configuration and sample size
with [7]. pH value of the liquid produced are at relatively high
acidity except for mild torrefaction at 0.5 hour. This could be
compared to GC-MS results in Table 2, at this mild condition, main
compound of acetic acid is of relatively lower concentration.

Table 1 Mass Yields of Torrefaction of PMF

Residence Solid Liquid
Temperature Time Yield Yield Liquid pH
(°C) (Hours) (Wt%) (Wt%) Value
220 0.5 92.95% 2.54% 3.29
220 2 84.87% 4.09% 2.01
250 0.5 84.69% 7.62% 2.09
250 2 72.18% 12.02% 2.13
280 0.5 68.06% 20.47% 2.02
280 2 58.60% 21.00% 2.05

3.1Gas Chromatography-Mass Spectrometry

The compounds present in liquid by-product through are mainly
acetic acid and phenol; its concentrations are tabulated in Table 2.
Higher concentration of these compounds pairs with higher severity
condition[5]. However, acetic acid for torrefaction temperature of 2
hours shows decreasing trend across the temperature. This may cause
by error in measurement of sample density by syringe with error of
+0.2ml, causes over or under dilution. Other major compounds
presents are furfural, 1-Hydroxy-2-butanone, and other phenolic
compounds. More phenolic compounds were found in the samples
compared to the woody biomass from Prins’s study, with only traces
of phenol.

Table 2 Concentrations of Main Compounds in Liquid By-product

Residence Acetic Acid Phenol
Temperature Time Concentration Concentration

(°C) (Hours) (mg/L) (mg/L)
220 0.5 9756.8 944.2
220 2 187870.8 11480.0
250 0.5 146177.6 9728.7
250 2 162507.6 20073.6
280 0.5 188971.4 20379.0
280 2 109413.7 24801.0

3.1 Gas Chromatography-Flame Ionisation Detector

Gas bags were collected across the duration of experiment to observe
the content of the gas produced by torrefaction of PMF with time
frame stated in Section 2.2. Figure 1 displays permanent gases
produced at each gas bag. Reaction zone starts at Bag 3, where
temperature reaches operating temperature and gaseous product starts
to produce.At higher temperature, more gases are produced and it is
eluted out earlier compared to lower operating temperature with only
small amount of permanent gas produced. The main gaseous
products are carbon dioxide (CO,) and carbon monoxide (CO), with
small amount of methane, ethylene and ethane. Removing high
amount of CO,favours the quality of solid fuel produced, as O/C
ratio reduced [6]. However, treatments on CO and CO, before
releasing to the environment and recovery of methane gas will be
essential for commercialising of the process.

4. Conclusion and Recommendation

Yield of torrefaction products is dependent on temperature and
residence time. By increasing these parameters, mass yield of solid
PMF decrease, while the liquid yield increases. In torrefaction
process, solid product qualities are at priority, but considering
environmental regulation and issues, optimisation between the
product and by-products are required. Increasing the severity of the
process increases the acetic acid and phenol concentration in the
liquid product. These compounds are required to be treated as high
concentrations are detected. Gaseous products are mainly CO, and
CO. High amount of permanent gases produced during the starting of
reaction zone. Concentration permanent gases increase Wwith
temperature. Further studies on treatments of torrefaction by-product
waste are essential.
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Abstract—In  this research, functionalized grapheneoxide
nanoparticles are dispersed in ammonium and
phosphoniumbased deep eutectic solvents (DESs) to form stable
graphenenanofluids (GNFs) without the aid of surfactant.
Different molar ratio of salts and hydrogen bond donors (HBDs)
are used to synthesize DESs for the preparation of different
concentrations of GNFs (0.01 wt%, 0.02 wt% and 0.05 wt%).
Homogeneous solutions of nanofluidsare expected to be formed
byultrasonic homogenization process. Stability studies are
carried out through visual observation and stability validation is
made by centrifuging the GNFs samples. This ensures that there
is no particle agglomeration and formation of sediments in the
nanofluids. From the work, it is found that nine samples of GNFs
from phosphonium based DESs are highly stable.

Keywords— deep eutectic solvents, graphenenanofluids, stability

1. Introduction

Nanofluids are seen to be a new emerging product that strikes the
impetus of researchers in the nanotechnology field. Fluids containing
dispersed millimeter or micrometersized solid particles are faced
with downsides such as abrasion, increased pressure drop of the flow
channel and clogging issues due to the weak suspension
stability.These drawbacks can be seen through the work from the
researchers at Argonne National Laboratory (ANL) in the United
States[1].The behaviour of the minute nanoparticlesare analogous to
liquidmolecules[2].These nanofluids, as compared with conventional
liquid suspensions,have a larger relative surface area are beneficial in
terms of high dispersion stability, reduced pumping power and
prevention of clogging issue in flow passages[3].Stabilization of
nanofluids can be achieved in numerous ways such as chemical
functionalization to favour interactions with host liquid, electrostatic
repulsion through formation of electrical double layer solution and
finally the use of surfactants. However, the surfactants can
deteriorate irreversibly at modest temperature typically above 60°C
[4]. Graphene nanoparticles (GNPs), being the first two-dimensional
atomic crystal with superior properties has attracted the attention of
the research community in the nanofluids advancement. In green
chemistry, DESs serve as an alternative to conventional fluids and
traditional ionic liquids due to the non-toxicity, biodegradability and
non-reactivity with water properties[5]. DESs can be made by the
combination of organic halide salts and an organic compound known
as hydrogen bond donor (HBD) in which hydrogen bonding can exist
between the HBD and the halide ion[6].

In this paper, the work encapsulates the dispersion of GNPs into
particular type of DESs to synthesizedifferent concentrations of
graphene oxide nanofluids without the aid of surfactant. Stability
studies are carried out in order to ensure the GNFs synthesized are
stable with no particle agglomeration. This is done through visual
observation to determine the presence of suspended particles or
sediments in the nanofluids and validated with centrifugal studies.

2. Materials and Methods

2.1 DESs Synthesis

The chemicals, namely choline chloride (CsH4CINO)and methyl
triphenylphosphonium bromide (C;oH;sPBr) as salts and ethylene
glycol (C,HgO,) and triethylene glycol (C¢H4O4) as HBDs were

purchased from Merck Millipore. The chemicals were used without
further purification. Synthesis of DESs was performed by suspending
different molar ratios of salt with their corresponding HBD. Table 1
presents the compositions of the different DESs synthesized in this
research (abbreviated as DES 1 to DES9).

Table 1.Synthesized DESs compositions and their abbreviations

Molar ratio

Salt HBD (Salt:HBD) Abbreviation
Salt HBD
Choline Ethylene glycol 1.00 1.75 DES 1
chloride Ethylene glycol 1.00 2.00 DES2
Ethylene glycol 1.00 250 DES3
Choline Triethylene glycol 1.00 3.00 DES 4
chloride Triethylene glycol 1.00 4.00 DESS
Triethylene glycol 1.00 5.00 DES6
x;ﬁgylphos Ethylene glycol 1.00 300 DES7
phonium Ethylene glycol 1.00  4.00 DES8
bromid Ethylene glycol 1.00 500 DESO9
romide

2.2 GrapheneNanofluids Synthesis

Subsequently after the DESs were prepared, 27GNFs were
synthesized by the addition of graphene oxide. In this study,
graphene was purchased from Graphene Supermarket, United States.
The graphene was functionalized through oxidation with hydroxyl
group before utilized in the synthesis of GNFs. The functionalized
graphene oxide was weighed and added accurately to produce the
desired concentrations of GNFs (0.01 wt%, 0.02 wt% and 0.05 wt%).
Table 2 presents the different concentrations of the various GNFs
synthesized from DESs (abbreviated as GNF 1 to GNF 27).

Table 2. Synthesized GNFs compositions and their abbreviations

Abbreviation

Concentration (wt%)
DES 0.01 0.02 0.05
DES 1 GNF 1 GNF 2 GNF 3
DES 2 GNF 4 GNF 5 GNF 6
DES 3 GNF 7 GNF 8 GNF 9
DES 4 GNF 10 GNF11 GNF 12
DES 5 GNF 13 GNF14 GNF15
DES 6 GNF 16 GNF17 GNF 18
DES 7 GNF 19 GNF20 GNF21
DES 8 GNF22 GNF23 GNF24
DES 9 GNF25 GNF26 GNF27

2.3 Stability Studies

After the GNFs were synthesized, all the samples were undergone
ultrasonic homogenization process for approximately 5 minutes. This
was done using Bandelin Electronic Sonopuls HD3200 ultrasonic
homogenizer with frequency of 20kHz and the pulse setting of 5
seconds with 10 seconds intervals.The samples were cooled with
water as the temperature of the samples will increase during the
homogenization process. Visual observation was used to monitor the
presence of any suspending particles or sediment and select stable
GNFs.Nanofluids stability was validated usingScanspeed 1730R
bench top microcentrifuge at 1000, 5000, 10000 and 15000 rpm.
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Figure 2.Stable GNFs (from left: GNF 19 to GNF 27) after centrifugation process at different rpm (a) 1000rpm (b) 5000rpm (c) 10000rpm (d) 15000rpm

4. Conclusions

3. Results and Discussion

Figure 1 depicts27synthesized GNFs after the ultrasonic
homogenization and observed for four weeks. Significant sediments
were observed from GNF 1 to GNF 18 while GNF 19 to GNF
27have formed stable solutions as there is no visible suspended
particles or sediment. This can be explained as nanoparticles in
nanofluids have large surface area and the incessant particles
collision from Brownian agitation leads to strong van der Waals
interactions. However, the collision can cause particle agglomeration
and the particles settled out of suspension due to their weight [4].
Figure 2 presents immediate images of stable GNFs after
centrifugation process. It is found that all GNFs still possess strong
stability.

3.1 Effect of GNFs Concentration on Stability

Through visual observation from Figure 1, it can be said that as
the GNFs concentration increases, a decrease in stability is observed.
This is true as the concentrations of GNFs from the same DES (e.g.
GNF 1, GNF 2 and GNF 3)increases,moresediment of GNPs in the
GNFs is settled out. The supernatant solutionschange colour from
darker brown to lighter brown, indicating that more GNPs have

dissolved in the lower concentration of the GNFs from the same DES.

3.2Effect of Mole Fraction of SaltandHBDon Stability

For the same GNFs concentration from different DESs (e.g. GNF
1, GNF 4 and GNF 7), themole fraction of salt decreases from DES 1
to DES 3. From Figure 1, the stability increases with decreasing mole
fraction of salt. Lower salt content indicates higher hydrogen bond
donor content in the DESs. With higher content of hydrogen bond
donor, the presence of hydroxyl groups increases which strengthens
the hydrogen bonds between the polar DESs and GNPs.

3.4Effect of Type of Salt and HBD on Stability

From this research, it has been shown that the stable GNFs (GNF
19 to GNF 27) can be synthesized from the DESs with methyl
triphenylphosphonium bromide as salt and ethylene glycol as HBD.
Both the HBDs in this experiment are organic solvents and it has
been proven that well-dispersion behaviour of GNPs in these organic
solvents is achieved [7]. Due to the rich hydrophilic oxygen-
containing groups especially the hydroxyl group in polar organic
solvents like ethylene glycol and triethylene glycol, the GNPs can be
readily dissolved[7].

Figure 1.Four weeks after GNFs have undergone ultrasonic homogenization (from left — GNF 1 to GNF 27).

(@

In this research work, the preparation of DESs and the synthesis
of different concentration of GNFs (0.01 wt%, 0.02 wt% and 0.05
wt%) using functionalized graphene oxide without any surfactant are
presented. Ultrasonic homogenization process was performed on the
synthesized GNFs to prevent particles agglomeration and
sedimentation of GNPs in GNFs. Stability studies using visual
observation was also carried out to monitor and determine the stable
GNFs which can be formed. The results achieved from the
experimental work have shownnine stable GNFs (GNF 19 to GNF 27)
being left for four weeks after the ultrasonic homogenization process
and stability validation is made using centrifugation process.

For further improvements and recommendations on this work,
myriadtypes of salts and HBDs and molar ratio combinations can be
explored to synthesize suitable DESs for the preparation of stable
GNFs without the addition of surfactant. In addition, the stability
studies of GNFs synthesized can be made better by carrying out
using zeta potential analysis to study the sedimentation of GNFs.
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Abstract— Thermoplastic starch (TPS) has exhibited great
potential to replace synthetic polymers in commercial
applications. However, TPS lacks in some of the crucial
mechanical properties. This study proposes the novel
combination of cassava starch, montmorillonite (MMT) and
alumina trihydrate (ATH) to improve the mechanical properties
of the nanocomposite. Loadings of MMT and ATH were varied
between 1 to 6 wt% and 26 to 37 wt%, respectively, and the
mechanical properties were evaluated through tensile testing
according to ASTM D882. Presence of both MMT and ATH
showed increase in maximum tensile stress and Young’s modulus
up to 5.08 MPa and 57.56 MPa, respectively, while elongation at
break is greatly diminished to 39.2%.

Keywords— Thermoplastic starch; Montmorillonite; Alumina
trinydrate; Nanocomposites, Mechanical Properties

1. Introduction

Widespread and serious environmental concerns caused by
conventional plastics as well as the overdependence on petroleum
resources has led to the development in production of bio-based and
biodegradable plastics derived from renewable resources. TPS is a
biodegradable  biopolymer that is manufactured through
gelatinization of starch by application of shear and heat in the
presence of plasticizers like water and/or glycerol [1]. Starch is an
excellent choice to be made into TPS as it is inexpensive and
abundantly available [2]. However, TPS exhibits very poor resistance
to water and consequently inferior mechanical properties compared
to synthetic polymers [2, 3]. Various nanofillers and additives can be
incorporated into TPS to improve its properties and nanoclays are
one of the most commonly used reinforcement fillers in many
different polymer matrices due to its environmentally benign nature,
abundant availability and low cost [2, 3]. Similarly, ATH is an
inorganic, non-toxic and environmentally friendly flame-retarding
compound that also greatly influences the mechanical properties of
polymers. However, both MMT and ATH are only effective within a
certain loading and excessive amount can lead to adverse effects on
mechanical properties of the nanocomposites. MMT is recorded to be
effective within 3 to 6 wt% [2-4] while ATH is expressed to be
deteriorative to mechanical properties at above 60% [5]. To the best
of the authors’ knowledge, combination of TPS, MMT and ATH in
the form of nanocomposite has never been investigated. The aim of
this research is to investigate the influence of varying loadings of
MMT and ATH on mechanical properties of TPS/IMMT/ATH
nanocomposites.

2. Experimental

2.1 Materials

Cassava starch was purchased from SCS Food Manufacturing Sdn.
Bhd., Malaysia. Glycerol was obtained from Merck Sdn. Bhd.,
Malaysia. Untreated MMT (NANOLIN DK® nanoclay) was
purchased by FCC®, Inc., China. ATH (Micral® 9400) was supplied
by J.M. Huber Corporation, USA, with a purity of 99.5% and
laboratory formulated distilled water was used for TPS processing.

2.2 Design of Experiments

A full factorial experimental design was employed with two-level
factors — loadings of MMT and ATH, generating a total of four
formulations labeled F1 to F4. A control sample, FO, with no MMT
and ATH was included for clear comparison of properties of pure
TPS with that of nanocomposites. The composition of each
formulation and corresponding levels of factors are shown in Table 1.

Table 1. Formulations and corresponding levels of factors

Factors FO FL F2 F3 F4
MMT Wt%) 0 1 6 1 6
ATHWt%) 0 26 26 37 37

The experimental results were carefully interpreted by means of
statistical analysis using Minitab® 16.1.1 software. The individual
main effects and interaction effects of each factor were cautiously
analyzed.

2.3 Preparation of TPS/IMMT/ATH Nanocomposite Films

100 g of starch was added along with 55 phr of glycerol and 15 phr
of distilled water. The mixture was thoroughly stirred. MMT and
ATH was subsequently added in appropriate amount according to the
experimental design, in that order, and thoroughly mixed. The
mixture was melt-extruded in twin-screw extruder (SHJ-20, Nanjing
Giant Machinery Co., Ltd., China) with barrel temperatures set in the
range of 155 °C to 170 °C from feeding point to the die and screw
rotation speed within 300 to 360 rpm. The obtained nanocomposite
pellets were molded using 25-ton hydraulic hot press (LS-22009-25,
Lotus Scientific Sdn. Bhd., Malaysia) before cut into dumbbell shape
for tensile testing.

2.4 Methods

Tensile tests were performed on each specimen according to the
ASTM D882 on Tensile Tester Machine Series 5582 (Instron®, USA)
with elongation rate set at 50 mm/min. The maximum tensile stress,
Young’s modulus and maximum elongation at break were recorded
for each specimen. The fractured surfaces of specimens were
examined through scanning electron microscope (SEM), VP-SEM S-
3400N (Hitachi, Ltd., Japan) at 1000 times magnification.

3. Results and Discussion

Tensile testing on sample FO yielded Young’s modulus, maximum
tensile stress and elongation at break with values of 0.046 MPa, 0.34
MPa and 535.7% in average, respectively. The mechanical properties
for the rest of the samples are shown in Fig. 1. Mechanical properties
of melt-extruded pure TPS with 20 to 25 wt% of glycerol content are
reported to be in the range of 5.43 to 6.79 MPa and 37.21 to 74.49%
for maximum tensile stress and elongation at break, respectively [6].
As compared to findings by Moscicki et al. [6], the difference is
mainly attributed to the high glycerol and water content that is
employed for all the formulations in this research. In fact, 32 wt% of
glycerol and 9 wt% of water was used in this experimental study.
The main reason to employ such high plasticizer content was to
improve the processibility of the nanocomposites in extruder in the
presence of ATH. Through numerous trial runs prior to this study, it
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was discovered that any lower water and glycerol content would
render the formulations thick and thus, unable to be extruded out
through the die when substantial amount of ATH is present.
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Fig. 1 Mechanical properties of different formulations with boxplots
indicating standard deviations of data

It is clearly evident from Fig. 1 that increment of MMT to 6 wt% in
F2 results in reduction in maximum stress, Young’s modulus and
corresponding increase in elongation at break. This observation could
be due to agglomeration of MMT due to high content of MMT. This
is supported by other researches that reported that maximum
threshold of MMT content in TPS is about 5 wt% [2-4]. Sample F3
with increment of ATH to 37 wt% also exhibited poorer mechanical
properties than F1 and slightly better than F2. Conversely, sample F4
displayed by far the most superior mechanical strength, with almost
four and twofold increase in Young’s modulus and maximum stress,
respectively, but resulted in great decline in elongation at break, by
almost threefold.

The interaction and main effects of MMT and ATH loading is clearly
represented in Fig. 2. There are clear interactions between the two
factors although the main effects of ATH are far more prominent
than main effects of MMT on the responses. Nevertheless, increment
in both ATH and MMT content causes increase in Young’s modulus
and maximum tensile stress while elongation at break diminishes.
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Fig. 2 Interaction plots of MMT and ATH loadings on mechanical properties

Although the effect of ATH is found to be far more prominent in
improving mechanical properties of TPS, MMT is often favoured as
evident from many previous researches mainly because the effect of
MMT is significant even in small amounts [2-4]. In contrast, high
loadings of ATH is necessary before the effect on mechanical
properties become evident [5]. In fact, increment of MMT from 1 wt%
to 6 wt% from F3 to F4 resulted in increase of Young’s modulus and
maximum tensile stress by about 520% and 143%, respectively.

The mechanical properties obtained through tensile testing are further
supported by the SEM micrographs at 1000 times magnification as
presented in Fig. 3. In general, all formulations show poor
homogeneity, where large grains of unprocessed starch molecules are
clearly visible. Native granular starch molecules are not completely
destroyed and thus, failed to form a continuous phase. Smaller
aggregates seen in the images could be attributed to agglomeration of
MMT and/or ATH molecules. In overall, there is poor dispersion of
molecules throughout the entire polymer matrices caused by
inadequate bonding between the components resulting in poor
mechanical properties. Samples F1, F2 and F3 show significant
plastic deformation prior to failure where the materials are greatly
stretched causing visible cracks to form.

15.0KV 6.7mm x1.00k SE '8 0um

- I

* 4A50kv€ 4mm x1.00k SEA
b

Fig. 3 SEM micrographs of fractured points of (a) F1, (b) F2, (c) F3, (d) F4

Conversely, sample F4 shows very little or almost insignificant
deformation before fracture. Significant creases and crazing in
samples F1, F2 and F3 could have been the result of progressive
recrystallization which is common in glycerol plasticized TPS [7].

4, Conclusions

A novel biodegradable TPS/MMT/ATH nanocomposite was
prepared through melt-extrusion. Presence of MMT and ATH greatly
improved maximum tensile stress and Young’s modulus of the
nanocomposites but greatly declined elongation at break, making the
nanocomposites highly brittle. The results also indicated that
nanocomposites with MMT content below 6 wt% shows better
mechanical properties and high MMT content results in
agglomeration. In general, SEM results revealed very poor dispersion
of molecules within the polymer matrices due to inadequate bonding
between the components. The bonding between the components
could be strengthened through chemical or irradiation cross-linking.
SEM images also displayed fine cracks as a result of recrystallization.
Proper choice of plasticizer is necessary to reduce the extent of
recrystallization in TPS nanocomposite.
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Abstract— Chlorine gas is one of the toxic and corrosive gases.
The chlorine gas colour is yellowish-green, which is difficult to
visualise. It is denser than the air and persists to human breath
at ground level. This gas could cause major health problem such

2.1 Chemical Properties

Table 1: List of toxic chemical used in industry and in chemical attack.

as chest pain, difficulty breathing, headache, burns, lung damage
and more when human exposed to chlorine gas. The objective of.

this study is to perform a CFD simulation of chlorine gas
dispersion in urban area during terrorist’s attacks and develop a
system to countermeasure chemical attacks. It is hypothesised
that analysing the gas flow helps to design a more effective
approach in capturing it. To achieve these objectives, CFD
simulation of gas dispersion in an urban area by taking account,

Chemical Boiling Melting Vapour Odor

point, °C  point, °C  density
Chlorine  -34 -101 2.5 Pungent
Phosgene 8 -126 34 New mown hay
Sarin 147 -57 4.86 Weak fruity odour
Hydrogen 26 -14 0.941 Oil  of  bitter
cyanide almond
Ammonia  -33 -78 0.6 Pungent

of obstacles. After analysing the gas dispersion, a system is design
to mitigate the damage done to the surrounding by reduce the
concentration of chlorine gas at different levels. This will provide
human with more response time to evacuate in an affected area.
In conclusion, this model is useful in improving the security and
securing the safety of people.
Keywords— Chemical attacks,
dispersion model

CFD simulation, chlorine gas

1. Introduction

In 1995, many citizens were injured and died when a nerve gas
attack on the Tokyo subway by an apocalyptic religious cult [1].
Bombing of World Trade Center and terrorist attack in Sabah,
Malaysia were a few cases initiated by terrorists in past decade.
These were once unthinkable and we now need to prepare to face it
in the future with an anti-terrorism system.

To cope against such terrorism, an elaborate and a sophisticated
system is required. To acquire such advanced system involves three
main challenges viz. surveillance, consistent research and rapid
diagnosis. Surveillance is the first step of the system in monitoring
the air, water, soil, and food [2]. Secondly, consistent research and
development are to ensure advancement or improvement of
technology to use in anti-terrorism [1]. Rapid diagnosis also enables
the system to store a large amount of database or reference point on
current existing chemical weapon to analyze and identify the
hazardous chemical involved [1].

After identify the chemicals, countermeasures can be formulated
involving rescue operation, treatment and nullifying the effects of
chemical attacks. With the early detection of an attack, nimble
operations can be dispatch to evacuate people in the area, help those
who are affected. First aid is given to those who are in critical
condition until they were stabilized to be sent to hospital for further
treatment. Nullifying the effects of chemical attacks would be to
keep the effects of an attack as small as possible by containing the
gas from spreading.

Having a system readily to response to these incidents could save
more lives in shorter amount of time as time is of the essence in
saving lives. Little attempts have been carried out by researchers to
create and implement the system. This is because researches on
countermeasures such as capturing chlorine gas are rather scarce.
There are not much of research were conducted on chlorine gas
dispersion by experimental field. Thus, less CFD models on chlorine
gas were developed and there are no CFD studies done on chlorine
gas adsorption by any researchers.

2. Literature Review

Table 1 list of some toxic chemical used in industry and also in
chemical attack. Most of the chemical have low boiling point and
remain as colourless gas at 25°C. For human to detect these gases
would be impossible with sight. However, it is possible for human to
detect the gases by the odour briefly at the time of initial exposure.
These gas are toxic and it is dangerous to inhale or skin contact with
these gases. Table 2 show the exposure limit and health effects if
exposed too long.

Table 2: Odor detection threshold, exposure limit and health effect of toxic

chemicals.
Chemical Odor detection Exposure  Health effect
threshold, ppm limit, ppm

Chlorine 0.01 1 burns, frostbite

Phosgene 0.125 0.1 irritation, burns,
death

Sarin 0.00002 irritation,
suffocation, death,
drooling

Hydrogen 2-5 4.7 irritation,

cyanide suffocation, death

Ammonia 1-5 35 burns

2.2Dense Gas Field Experiment

Some large scale experiments related to dense gas dispersion were
conducted before 1992. These experiments were conducted in
response of public pressure to quantify the potential hazards of some
chemicals [3]. Experiment conducted at China Lake, California was
sponsored by US Department of Energy to quantify LNG safety
issues. At the same time, LNG and LPG were also releases by Shell
Company at Maplin Sands (UK) to study atmospheric dispersion and
vapour cloud combustion. Freon and nitrogen mixture were used in
Thorney Island (UK) test series to collect information about the
potential consequences of unconfined vapour cloud explosion on
Flixborough disaster. Last three test experiments were carried out at
US Department of Energy’s Liquefied Gaseous Fuels Spill Test
Facility located near Mercury, Nevada[3]. First test, ‘The Desert
Tortoise’ involved ammonia test series were conducted due to public
concern over several accidental release of ammonia in rail accident.
Secondly, nitrogen tetraoxide of ‘The Eagle’ was released to resolve
public concern about the threats from the shipment of nitrogen
tetraoxide collected from the deactivation of the Titan missile system.
Lastly, ‘The Goldfish’ tests were released of hydrogen fluoride to
evaluate the potential hazards of hydrogen fluoride accidental
releases from petroleum refining operation (Havens 1992).
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2.3 CFD Simulation of Dense Gas Dispersion

CFD was used to model gas dispersion. Each model has its own
configuration (turbulent Schmidt number and k-g).However, a poor
model will lead to wrong prediction and may greatly effect on human
and financial resources [2]. Results from CFD predictions are not
reliable and required validation by comparing with real experimental
results. Therefore, validations of models with experimental results
are important to ensure that these models are adequate to use for
certain prediction.

3. Research Methodology

3.1 Case 1: Simulation of the Jack Rabbit chlorine release
experiment (Trial 2)

The Jack Rabbit experiment is one of very few field experiments
on chlorine gas dispersion. The JR experiment consists of 5 trials
(Trial 2-PC, Trial 5-PC, Trial 6-PC, Trial 7-PC, Trial 8-PC). Trial 2
is a ‘pilot test’ with release of 1 ton pressurized liquefied gas at
ambient temperature while Trial 5, 6, 7, and 8 are ‘record tests’
releasing 2 tons of pressurized chlorine[4]. Chlorine gas is released
from 3 inch downward pointing outlet pipe from the tank elevated 2
m above the ground.The JR experiment Trial 2 will be simulated in
CFD and the geometry used is a 2D geometry of the size 240 m x 25
m. The source of chlorine gas will be in the middle of the geometry
and 2 m above the ground. Trial 2 had limited data as the systems
were being set up and being tested that time [4]. An estimated mass
flow rate release is 40 kg/s which is calculated from release of 1 ton
of chlorine gas in 23 s.

Table 3.The JR experiment data[4].

Distance from the source, m Concentration, ppm

50 2030

100 2240

e~

Fig. 1 Geometry for case 1.

3.2 Governing Equation

The incompressible gas flow can be described using following
equation[5]:
a(puy) _

Continuity: % t = (1)
apw; |, 9(puiw;) ap , 8 o
Momentum  balance: —+—L=——+—|ul—+
a an dx; an aX}‘
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Dispersion of the chlorine gas in the atmosphere occurs through
mean fluid flow and diffusion (effect of turbulent and molecular
diffusion) can be represented by the following equation[5]:

Species transport equation : %(pYi) + V. (puYy = =V.J; + So;

3)
d) Diffusion flux of species i: J; = —(pD; + S”Tf)vyi 4)
t

4. Results and Discussion

From Fig. 2, the chlorine gas released from the 2 meter above the
ground tends to persists so low to the ground and formation of low
level gas cloud. This is caused by gravity slumping (The decrease in
cloud height of a flowing dense gas due to the effects of gravity)
which is also called negative buoyancy [6]. However, it is expected
for gas denser than air to have this behavior.

According to [4], the stored JR chlorine was released two phase
due high pressure which will generate small aerosol drops and
chemical deposition on the ground will occur.In this case, some
important processes such as chemical reaction, influence of complex
terrain or obstacles such as vegetation or buildings were ignored [4].
Realizable k-& model is used to create this profile as it can provide
more realistic results [6].

Fig. 2 also show that concentration of chlorine is maximum in the
center of the flow coming out from the source from time 0 s to 23 s.
This is due to the momentum jet release from a high pressurized tank.
The concentration of chlorine is reducing as it travels further away
from source.
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acton
of

o

Fig. 2C ange of chlorine concentration profile in 23s of release (left).
Fig. 3 Concentration of chlorine vs distance at 20 s after release (right).

Fig. 3 show the concentration of chlorine at any distance away from the
source after 20 s the gas is released. Concentration of chlorine (mass fraction)
at distance of 50 m and 100 m are 0.02 and 0.015 which is 2000 ppm and
1500 ppm respectively. To validate the results, the JR experiment data is
compared. There is a difference of 30 ppm at distance of 50 m while 740 ppm
difference at distance of 100 m. The CFD was able to predict the
concentration of chlorine at distance of 50 m with a little of difference but a
huge gap for distance of 100 m. This is due to some factors (wind speed, 2 m
depression, surface roughness) were not taken into account. The downwind
concentration of chlorine increases if there is wind blowing more chlorine
away from the source.

5. Conclusion

The k-& model used in this case provides realistic results as shown
in chlorine gas concentration profile. However, there are some
factors such as meteorological conditions were not taken into
consideration. This could affect much in the result as now it seems to
be in steady state. Besides that, there is the possibility that the
chlorine properties input were assumed to be ideal case could cause
fluctuations in results. CFD simulation is more reliable for gas
dispersion prediction provided more factors are taken into account.
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Abstract— Banana peel as biosorbent is one of the biodegradable
remover for heavy metal, which safe and cheap source among all
the others. The objective of this study was to study the efficiency
of zinc to be removed. Besides that, parameter was important for
biosorption such as pH 1-5, temperature 25 — 40°C, biosorbent
dosage 1- Sg as well as size of biosorbent 0.6 - 1.6mm. The
banana peel was dried in oven with 60°C for 24 hours under
acidified condition for purification. Optimum condition at pH 5
temperature 40°C, size 1.6 mm and dosage 5g the maximum
biosorption was obtained and given 94.24% of removal efficiency
Keywords— Adsorption, Biosorbent, Industries wastewater, Non-
linear isotherm,

1. Introduction

Present age of rapid grow in industries area that contribute with high
concentration of highly toxic heavy metal to the environment such as
lead, cadmium, zinc, copper, nickel as well as arsenic compound.
There are many methods to remove the heavy metals but these
methods tend to cost prohibitive and also non-biodegradable.
However, physisorption and chemisorption are involved chemical
reaction between the surfaces of the absorbent while biosorption is
under physiochemical process that can allow the contaminants attach
on the biomass body with naturally. Basically, the benefits of
biosorption compare to the other methods include low cost and also
minimize the chemical waste to the environment. Therefore, banana
peel has been introduced to become a biosorbent for the further
research.

The banana peel has been selected as a suitable biosorbent for the
removal of SMS (single metal system) from the wastewater and there
is a preliminary study for the treatment of SMS by optimizing (pH,
Dosage of adsorbent, Temperature and Size of adsorbent). Moreover,
Biosorption of maximum uptake will be found from using
mathematical modeling as non-linear isotherm model and
equilibrium kinetic models [5]. Biosorbent process will get analyzed
through using analytical technic.

All in all, the studies show that the banana peel can successfully
be used for the adsorption of removing the heavy metal in real
industries wastewater. The non-linear isotherm model and
equilibrium kinetic models are presented good adjustment and it can
conclude that the non-hazardous ago-waste materials can be used to
remove industries wastewater to overcome water pollution.

2.0 Methodology

2.1 Stock solution of metal ions

Stock solution of zinc ion was prepared with distilled water from
their salts. The stock solution will be sealed tightly and store in room
temperature.

2.2 Preparation of biosorbent

Banana peel was cut into piece and wash with HCL in incubator for
an hour to remove impurities and then distilled water will be used to
remove excess acid on the peel. Process peel will then dried in oven
with 60°C for 24 hours. Sample collected and repeated same washing
procedure to ensure impurities was removed completely and dried it
again. The final product was sieved into different sizes, which are 0.6,
0.8, 1.0, 1.25 and 1.6mm.

2.3 Analytical part

In this section some of the important analytical instrument will be
implemented to analyze the result of the before and after to make a
comparison on the biosorption process. Inductively coupled plasma
optical emission spectroscopy is a highly advance technical to
analyze mixture or multiple component and also sensitive to small
amount of element in the solution [2]. Inductively coupled plasma
optical emission spectroscopy (ICP) is argon plasma and the light
measurement that emitted by the element in a sample introduced into
an inductively coupled plasma optical emission spectroscopy (ICP)
source.

2.4 Design of experiment

In this study, Design Expert software, Version 7.1 (Stat-Ease Inc.,
USA)was being used for experiment design of the removal efficiency
of zinc from using banana peel as a biosorbent [8].Actual and coded
of parameters are presented. The coded was designed with maximum
(+1) and minimum (-1) [8].

Parameter level in actual and coded for removal of zinc using banana

peel as a biosorbent

Parameter Low level High level
pH 1(-1) 5 (+1)
Temperature (°C) 25 (-1) 40 (+1)
Dosage (g) 1(-1) 5 (+1)
Size (mm) 0.6 (-1) 1.6 (+1)

3.0 Results and Discussion

3.1 Effect of pH on removal of zinc

Zinc removal efficlency

40.00 500
3526

B: Temp

Fig. 1. Respond surface plot of zinc removal using banana peel, zinc
removal efficiency against temperature and pH.

In fact, the banana peel is highly affected by the change of pH. When
the initial pH value of stock solution changes from 1 to 5 the
efficiency of removal was getting higher. Acidic condition was
required for banana peel but when it beyond the optimum pH the
efficiency will decrease. At lower pH value, hydrogen ions increase
while competes with the metal ions for the available active site so
when it comes to high pH the adsorption does not active [1]. pH had
been studied up to 5.As can be seen from Fig 1 temperature and pH
increase, the removal efficiency also increase.
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3.2 Effect of temperature on removal of zinc

Zing removal efflclency

C: Dosage of Biosorbent B: Temp

100 2500
Fig. 2.Respond surface plot of zinc removal using banana peel, zinc
removal efficiency against dosage of biosorbent and temperature.

Temperature is another important factor for this biosorption. The plot
shown when the temperatures increase, the removal efficiency also
increase. This might due to the increase in energy of metal ions and
lead to move freely moving ions. Thus, it could increase the
opportunities of metal ions with active site. The temperature was
studied up to 40°C.

3.3 Effect of dosage on removal of zinc
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Fig. 3.Respond surface plot of zinc removal using banana peel, zinc
removal efficiency against dosage of biosorbent and pH.

Shows that dosage of biosorbent at 5g is the maximum removal of
zinc were obtained. Increase the amount of biosorbent also will
increase the number of active size and this can make more
opportunities for the metal ions bind with the active site, which lead
to the high removal of zinc [3].

3.4 Effect of sizes on removal of zinc

Zinc removal efficlency

500
13
110

D: Size of Biosorbent

3.00

08 200

A PH
060 100

Fig. 4. Respond surface plot of zinc removal using banana peel, zinc
removal efficiency against size of biosorbent and pH

Effect of size of biosorbent on adsorption of zinc was observed
using different particle size from the range of 0.06 to 1.6mm. Results
show that the bigger particle size was having higher adsorption.
Although, the smaller particle have bigger surface area to volume
ratio but the reaction take place on bigger size of biosorbent when the
pH increase simultaneously. The optimum condition gives higher
zinc removal efficiency on bigger size of biosorbent. The size of
biosobent was done up to 1.6mm.

Conclusions

The banana peel was selected to be a biodegradable and also a low
cost with market available biosorbent for removal zinc in wastewater.
This biosorption reaction was highly dependent on basic parameter,
which is pH, temperature, and size of biosorbent and dosage of
biosorbent used. The biosorption was rapidly increased when the
dosage of biosorbent increase. The pH studied showed that
biosorbent take place in acidic condition but beyond the optimum
parameter and the efficiency will drop eventually. Temperature
increase this absorption significantly and also the size, which
increase the efficiency proportionally.

References

[1]. Anwar, Jamil, Umer Shafique, Waheed-uz-Zaman, Muhammad Salman,
Amara Dar, and Shafique Anwar. “Removal of Pb(II) and Cd(II) from water
by adsorption on peels of banana .” Bioresource Technology 2010, no. 101
(2009): 1752-1755

[2]. Vedat, Yilmaz, Arslan Zikri , Hazer Orhan , and Yilmaz Hayriye .
"Selective solid phase extraction of copper using a new Cu(Il)-imprinted
polymer and determination by inductively coupled plasma optical emission
spectroscopy (ICP-OES) ." Microchemical Journal , no. 114 (2014): 65-72.
[3]. Suantak , kamsonlian , Balomajumder Chandrajit, and Chand Shri. "A
potential of biosorbent derived from banana peel for removal of As(1ll) from
contaminated water ." BioIT 3, no. 2 (2012): 269-275.

[4]. Muhammad Aqeel Ashraf, Karamat Mahmood, Abdul Wajid, Mohd.
Jamil Maah,Ismail Yusoff. “Study of low cost biosorbent for biosorption of
heavy metals .” International Conference on Food Engineering and
Biotechnology . Singapoore : IACSIT Press , 2011.

[5]. Geankoplis, christie John. Transport Processes and Seperation Process
Principles. United States of America: Bernard Goodwin, 2003.

[6]. Lawrence K, Wang, Chen Jiaping Paul, Hung Yung-Tse, and Shammas
Nazih K. Heavy metals in the environment. United state of America: Taylor
& Francis Group, 2009.

[7]. Juliana Q , Albarelli , Rabelo Rodrigo B , Santos Diego T , Beppu Marisa
M , and Meireles M. Angela A . “Effects of supercritical carbon dioxide on
waste banana peels for heavy metal removal .” The Journal of Supercritical
Fluids , no. 58 (2011): 343-351.

[8]. Kaveh, Shahbaz , Mjalli Farouq S, Ali Hashim Mohd , and AlNashef Inas
M. "Elimination of All Free Glycerol and Reduction of Total Glycerol from
palm Oil-Based Biodiesel Using Non-Glycerol Based Deep Eutectic
Solvents ." Taylor & Francis, 2013: 1184-1193.



2" eureca 2014 — Removal of glycerol from palm oil-based biodiesel using new ionic liquids analogous

Removal of Glycerol from Palm Oil-Based Biodiesel

Using New lonic Liquids Analogous
Kah Chun Ho', Kaveh Shahbaz'", Rashmi Gangasa Walvekar"

! Department of Chemical Engineering, Taylor’s University, Malaysia,
*Corresponding email: Kaveh.Shahbaz@taylors.edu.my

Abstract—At the end of transesterification reaction, produced
biodiesel have to be purified from the byproduct glycerol before
employed as diesel substitute. The glycerol content must meet the
limit set by the EN 14214 and ASTM D6751 international
biodiesel standards. In this work, seven new ternary deep
eutectic solvents (DESs) were synthesised from choline chloride
(ChCI) as salt and two hydrogen bond donors (HBDs), namely
glycerol and ethylene glycol. These DESs were employed as
extraction solvent to remove total glycerol from palm oil-based
biodiesel. The results revealed that synthesised DESs have higher
removal efficiency of total glycerol than free glycerol. The
maximum removal efficiency of free and total glycerol was
attained by DES 3 at molar ratio 0.5:1 (DES3: biodiesel).
Keywords— deep eutectic solvent, biodiesel, glycerol, removal,

palm oil, purification

1. Introduction

Biodiesel is a clean-burning fuel synthesized from renewable
resources. The conventional method for biodiesel synthesis is alkali
catalyzed transesterification between triglyceride and alcohol such as
methanol to produce fatty acid methyl ester (FAME) and glycerol as
shown in Fig 1 [1]. Potassium hydroxide (KOH) is commonly used
as alkali homogeneous catalyst [1].

) . talyst
Triglyceride + Methanol VA LEEN Glycerol + FAME

Fig. 1 General reaction scheme for triglycerides transesterification [1]

At the end of transesterification, the produced biodiesel still
contains trace amount of glycerol that need to be purified to meet the
biodiesel international standards. The high glycerol content increases
viscosity of biodiesel subsequently leads to choked fuel systems,
injector fouling and upsets engine’s performance [2].

Several biodiesel glycerol removal processes are wet washing, dry
washing and membrane extraction [3]. Water washing produced
significant amount of wastewater and product loss. On the other hand,
dry washing uses solid adsorbents and contributed to the landfill
environmental issues [3]. Membrane extraction can reduce the
glycerol content to the requirement but it involves high production
cost and lower the product yield [1].

Lately, ionic liquids (ILs) have received great attention for its
unique properties [4]. Nevertheless, the costly raw materials and
complicated ILs’ synthesis had retarded the its widespread
application [2]. A new solvent called DES was discovered as ILs
analogous because similarity of favorable properties [5, 6]. DES is an
eutectic mixture formed by certain ratio of halide salts and HBDs
associated by strong hydrogen bonds [7]. In contrast to ILs, high
purity of DESs can be synthesised easily at low cost and thus makes
them potential extraction solvents for large-scale applications [2, 7-9].

The aim of this work to synthesize new ternary DESs using ChCl
as salt and two HBDs, specifically glycerol and ethylene glycol as
extraction solvent to eliminate total glycerol from palm oil-based
biodiesel in accordance to ASTM D6751 which is 0.24 weight % [2].

2. Experimental Section

2.1 Materials

Palm oil (Yee Lee Sdn Bhd) was purchased from local mart. D6584
kit contains calibration standard solutions and two internal standard

solutions was purchased from Agilent Technologies, Malaysia. The
derivation agent was also purchased from Agilent Technologies,
Malaysia. Choline chloride (CsH14,CINO) as salt, glycerol (CsHgOs)
and ethylene glycol (C,H¢O,) as HBDs with high purity (= 99%)
were obtained from Merck, Malaysia for the synthesis of DESs
without further purification. Methanol (99.8%) and KOH pellet were
also supplied from Merck, Malaysia. Mass fraction of water in these
chemicals is kept below 10,

2.2 Transesterification Reaction

500g of palm oil was transferred into a beaker heated by water bath
at 60°C. Excess methanol was prepared in molar ratio of methanol:
palm oil at 10:1 for higher yield of biodiesel. KOH as a base catalyst
(Iwt% of palm oil) was dissolved in methanol to prepare
homogenous potassium methoxide. Potassium methoxide was added
to the palm oil and stirred at constant speed of 600 rpm for two hours.
Then, the mixture was cooled to ambient temperature before
transferred to a separation funnel. After all-night settling, the upper
layer (biodiesel phase) was then separated from lower layer (rich
glycerol phase) [6].

2.3 DESs Synthesize

In this work, ChCI as salt and two HBDs, specifically glycerol and
ethylene glycol were selected to synthesize seven ternary DESs as
extraction solvents. DESs were synthesized in a tight and humidity-
safe screw-capped bottle to prevent any contamination with
atmospheric moisture [10]. Magnetic stirrer was employed to mix the
salt and HBDs in different molar ratios at 80°C and 300 rpm until a
homogeneous colourless liquid appeared [10]. Table 1 presents the
composition of different DESs and its abbreviation.

Table 1. Compositions of the synthesized DESs.

DES Molar ratio
Abbreviation Chcl Glycerol Ethylene Glycol
1 1 1 1
2 1 2 1
3 1 1 2
4 1 2 2
5 2 1 1
6 2 2 1
7 2 1 2

2.4 Extraction Process

Synthesized DESs were added to the produced biodiesel
independently at various DES: biodiesel ratios (0.5:1, 1:1, 2:1 and
2.5:1). The vials were then swirled at 300 rpm using orbital shaker at
ambient temperature for two hours. After two hours of settling, the
top layer (extracted biodiesel) was separated and analysed by Gas
Chromatography (GC) [7]. The total glycerol was determined by
Equation 1.

Total glycerol = G +0.25MG + 0.146DG + 0.103TG (1)

where  G=glycerol, MG=Monoglyceride,
TG=Triglyceride in weight percentage [6].

DG=Diglyceride and
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2.5 Analytical Method

The total glycerol content in biodiesel before and after extraction was
conducted in accordance to analytical methods from EN 14105 and
ASTM D6584-07. It were analyzed by a HP 6890N GC equipped
with cool-on-inlet, capillary flame ionization detector (FID) with
electronic pneumatics control (EPC), analytical column DB-5ht (15
m X 0.32 mm x 0.1 um film) and a 530 pum inner diameter high-
temperature retention gap. The analytical procedures were performed
similar to research work done by K. Shahbaz, et al. [7].

3. Results and Discussion

3.1 Synthesize of DESs

After 90 min of mixing and heating, colourless liquid appeared at
room temperature except for DES 5. DES 5 exists as semisolid at
room temperature. As general, all synthesized DESs (except DES 5)
were used as extraction solvents at ambient conditions which reduce
the energy consumption.

3.2 Removal of Free Glycerol

The free glycerol and total glycerol content of the produced biodiesel
are 0.1422 wt% and 0.9279 wt% which are higher than the
acceptable values by ASTM D6751.

—e— DES1

04 o DES 2

——-v—— DES3

- DES4

— - — DES6 i
——0—— DES7

031/ ——e—— AsM /

Concentration of free glycerol (wt%)
=

/ ASTM D6751
RadLlail

1 2 25
DES : Biodiesel molar ratio
Fig. 2 Free glycerol content after extraction by the synthesized DESs

It is evident from the Figure 2 that the all DESs reduce glycerol
content at molar ratio of 0.5:1 (DES: biodiesel) then free glycerol
fraction rises with increasing DES: biodiesel ratio (1:1) and
decreases at higher DES: biodiesel ratio (2.1) and increases after that.
DES 6 was not able to remove free glycerol at all tested molar ratio
of DES: biodiesel in accordance to ASTM D6571 specification.

DES 3 was able to reduce the free glycerol content to zero at all
tested molar ratios except 1:1 (DES: biodiesel), which implies all
free glycerol was eliminated successfully. In addition, the free
glycerol removal profiles show that the free glycerol removal
efficiency decreased with the increase in the mole fraction of
glycerol in DESs. This is in good agreement with the work done by
[6]. On the other hand, the free glycerol removal efficiency improved
with the increase in the mole fraction of ethylene glycol in DESs.
This behavior is substantiated by similar work where ethylene-based
DESs have higher free glycerol removal efficiency than glycol-based
DESs [11].

3.3 Removal of Total Glycerol

Based on the equation 1, the total glycerol was determined by free
glycerol and bound glycerol (MG, DG and TG). As shown by Figure
3, the total glycerol profile is similar to the trend exhibited by free
glycerol. It should be highlighted that DES 3 has successfully
removed the total glycerol content below the ASTM D6571
specification at all tested molar ratios. The removal efficiency of total
glycerol using DES 3 ranged from 87.25 to 97.65% when increasing
the molar ratio of DES: biodiesel. Besides, DES 3 able eliminated all
free glycerol and total glycerol at the minimum DES: biodiesel molar
the ratio; 0.5:1.Comparing to former research using ChCl-based DES

DES 1
o DES 2
DES 3
- DES4
DES 6
DES 7
ASTM

Concentration of total glycerol (wt%)

0.0 0.5 1.0 15 20 25 3.0 35
DES : Biodiesel molar ratio

Fig. 3 Total glycerol content after extraction by the synthesized DESs

[7], it justifies the high performance of experimental synthesized
ternary DESs in total glycerol removal.

Conclusion

In this study, seven new ternary DESs had been synthesized from
ChCI salt and HBDs, namely glycerol and ethylene glycol. Six
synthesized DESs that exist as liquid at room temperature were
employed as extraction solvents to remove free and total glycerol
from palm oil-based biodiesel. Most of the synthesized DESs were
not successful to remove free glycerol in accordance with the ASTM
specification except DES 3 at molar ratios DES: biodiesel of 0.5:1,
2:1 and 2.5:1. On the contrary, synthesized DESs showed higher total
glycerol removal efficiency except DES 1 and 6. As overall, DES 3
was found to be the best extraction solvent to eliminate all free
glycerol and total glycerol at minimum usage of DES.
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Abstract—Biosorption is a process of binding of opposite charges
to the surface of a biomass. In this study, RhizopusOryzae has
been used as a biomass to remove copper ions. The study was
carried out in batch and effects of pH (1-5),temperature (25°C-
55°C), biomass dosage (0.5g-5g) and initial metal concentration
(30mg/1-80mg/l) were investigated. The research showed that
copper ions were removed at higher initial metal concentration,
low biomass dosage, low temperature and high pH.

Keywords— Biosorption, Rhizopusoryzae, Heavy metals

1. Introduction

Accumulation of heavy metal ions in aquatic medium is at worrying
state in this era of industrialization. Heavy metals are being released
to the environment via various activities such electroplating industry,
semiconductor industry and mining [1]. Cadmium has huge potential
to human and environment. Exposure to cadmium at elevated level
can cause kidney damage and bone degeneration [2].Copper on the
other hand can cause irritation of the eyes, vomiting and
diarrhea.Non- biodegradability and toxicity nature of heavy metals is
seen as a main issue and thus treatment of heavy metals wastewater
is vital [1]. Conventional treatment includes precipitation, ion
exchange, filtration and electrolysis.

Biosorption is a new method being studied to remove heavy metals.
The biosorption process involves a solid phase (sorbent) and a liquid
phase (solvent) containing a dissolved species to be sorbed (sorbate)
[1]. Due to higher affinity of the sorbent for the sorbate species, the
latter is attracted and removed. Compared with the conventional
treatment method, biosorption process deals potential advantages
such low operating cost, non-toxic, minimization of chemical sludge
and environmental friendly [3]. Various biomasses like fungi, alga,
yeast and bacteria have been used by researchers previously.
Biosorption by fungi has showed excellent results since fungal
biomass offers advantage of having high percentage cell wall [1].
This subsequently shows tremendous metal binding properties.
Rhizopus oryzae a strain from the Rhizopus family is an example of
fungi that grows well in tropical and subtropical region. Rhizopus
oryzae is non-toxic fungi and is widely used in fermentation of
tempeh, a soy bean based food product[4].

2. Materials and Method

2.1 Preparation of biosorbent

Rhizopus Oryzae was extracted from tempeh. The tempeh was
obtained from a local market. A small portion of the tempeh was
scrapped and carefully placed onto potato dextrose agar plates. The
plates were left to incubate at 35°C for 3 days. After 3 days, the
plates are removed and the spores are washed with distilled water.
The solution is then centrifuged at 200 rpm to obtain the solid portion
(spores of Rhizopus oryzae). The spores are then oven dried at 80°C
before it was ground in mortar and sieved with an average size of
Imm.

2.2 Preparation of adsorbate

The reagents used were of analytical grade and was prepared at
room temperature. The stock solutions of cadmium and copper were
prepared by dissolving a weighed quantity of copper sulphate in

deionized distilled water. Further dilution was done for different
concentration.

2.3Biosorption Studies

Batch biosorption experiments were carried out in laboratory scale.
The experimental design and optimization was carried out as
indicated by the Design Expert Software, version 7.1. The
experiment was done in 250ml Erlenmeyer flasks. About 50 ml of
the metal stock solutions was transferred to the flask and 0.5 g of
biomass was contacted with the solution at 50°C and pH of 1.00. The
flask was then agitated at 200 rpm for 4 hours at shaker incubator.
After the separation of biomass from solution via centrifugation, the
residual concentration of copper was determined using Inductive
Coupled Plasma (ICP). Optimization was then carried out with the
aid of Design Expert Software, version 7.1

4. Results
4.1 Effect of dosage on removal efficiency of copper

copper

67.50

55.00

D: concentration C: dosage

30,00 0.50

Fig 1: Respond of removal efficiency against initial metal concentration and
biomass dosage

Figure 1 above shows the surface respond of removal of copper at
different values of initial metal concentration and dosage of biomass.
From the chart above, it is seen that the highest removal efficiency
was achieved at high concentration and low biomass dosage. The
optimum concentration and dosage are 80mg/l and 0.5 grams
respectively. Low biomass dosage may attribute to interference
between the binding sites [1].

4.2 Effect of dosage and temperature on removal efficiency
of copper

copper

4.00 50.00
43.75
37.50

C: dosage B: temperature

050 25.00



2"eureca2014— Uptake of Heavy Metal Ions from Aqueous Solution via Biosorption by the Fungus Rhizopus Oryzae

Fig 2: Respond of removal efficiency against temperature and biomass dosage

Figure 2 states the surface respond of removal of copper at different
dosage of biomass and temperature. From figure above, it is seen that
maximum removal of copper ions were achieved at low temperature
and low dosage. The optimum dosage and temperature that gaves
highest removal was recorded at 0.5 grams and 25°C respectively.
Enzymatic systems of the fungi cells are disturbed when temperature
changes occurred. However, in this study change in temperature is
not significant to the removal of metal ions.

4.3 Effect of pH and concentration

copper

5.00 80.00
— 67.50

55.00
4250 D: concentration

1.00 ~ 30.00

Fig 3: Respond of removal efficiency against pH and initial metal
concentration

Figure 3 above shows the surface respond of removal of copper at
different values of initial metal concentration and pH of metal
solution. From the chart above, it is seen that the highest removal
efficiency was achieved at high concentration and high pH. The
optimum concentration and pH are 80mg/l and 5.00 respectively. Ph
affects the biosorption process in way whereby it disturbs the activity
of the functional groups in the biomass. At low pH, rise in positive
charge density on the sites of biomass surface creates obstacle for the
metal cations to attach onto the surface of biomass [4]. This as a
result of repulsive forces. At high pH, the surface of biomass is more
negatively charged and thus biosorption of positive copper ions are
maximum at pH of 5.

4.4 Effect of temperature and pH

50.325

copper

50.00 5.00
43.75
37.50

B: temperature a1.2s A: pH

25.00 1.00

Fig 4: Respond of removal efficiency against pH and temperature

Figure 4 above relates the removal efficiency of copper with respect
to temperature and pH. Low temperature and high pH gives the
largest removal efficiency. This was achieved at 25°C and pH of 5.00.

7.Conclusions

In conclusion, it can be said that the fungus Rhizopus Oryzae has
proved to be a biomass that has ability to remove heavy metals
present in water. This was achieved via the process biosorption. By
varying different parameters, the optimum conditions for highest
removal efficiency are known. Copper ions were removed at higher
initial metal concentration, low biomass dosage, low temperature and
high pH.
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Abstract— Microalgae as biomass is one of promising renewable
and alternatives energy sources, which is clean and completely
biodegradable. The aim of the present work was to study the
effect of different light intensities on the growth rate of
Nannochloropsis oculata. Moreover, the effect of different drying
temperatures were studied as well with respect to the lipid yield
obtained. The microalgae was cultured in a photobioreactor with
light intensities of 3000, 5000, and 7000 lux. The harvested
culture were then dried at drying temperatures of 70, 85, and
100°C before undergoing extraction. At 5000 lux, the microalgae
culture reached the optimum growth condition and achieved the
highest specific growth rate of 0.236 day' with the shortest
generation time of 2.9 days, followed by 7000 and 3000 lux. The
optimum drying temperature was determined to be 85°C for the
highest lipid yield of 6.80%.

Keywords— biodiesel, microalgae, lipid, Nannochloropsis oculata,
photobioreactor, growth rate, drying, extraction

1. Introduction

The world consumption and needs on energy has been greatly
increased, but it is not followed and balanced by the energy sources.
Renewable energy has become very promising since it is clean,
environmental friendly, and completely biodegradable. Biomass is
one potential source of alternative renewable energy to the fossil fuel
besides other sources, such as hydro, wind, solar, geothermal, wave,
and tidal. One source of biomass is microalgae which contributes on
the production of biodiesel from the lipid (oil) content of the algae.
As the fastest growing plant, microalgae or microphyte is
relatively easy to be grown and requires little amount of nutrition.
Algae as the second generation biofuel is more promising since other
first generation crops like palm oil, which are already used as food
sources, have depended on market demand [1]. Despite of these
advantages, algae technology is relatively new and a lot of research
on this field is still on going. The biofuel produced from algae still
lacks stability and the cost is very high which is currently in the
range of $0.42-0.97/L in 2012 [2]. Moreover, the current biodiesel
processing involves expensive cultivation and downstream process
with overall efficiency of ten thousand lower than the conventional
fossil fuel [3]. Therefore, further research and study should be done
to make the algae biofuel more reliable which includes optimisation
on the cultivation and the efficient downstreamprocessing method.
Light intensity is one important growth parameter which has not
been fully studied yet. The general range of optimum light intensity
exists as 2,500-7,000 lux,but it is still considered as a wide range [4].
More precise and accurate value should be obtained since light
intensity plays important role of microalgae growth which will affect
the photosynthesis process and contribute to the oil content of
microalgae.Pre-treatment process like algae drying is usually done
before the extraction to increase the extraction efficiency which
depends on the drying temperature and period.There were only a
few studies on the algae drying. Moreover, only one single drying
temperature and period was often used in the previous experiment.
Thus,its effect on the extraction efficiency cannot be observed [5].
This project covered the production of biodiesel from microalgae
starting from species selection followed by cultivation in
photobioreactor,  drying, chemical extraction of lipid,
transesterification, and ended with the purification of the produced
biodiesel. The optimum light intensities as one growth parameter
with respect to the growth rate was to be determined. The optimum

drying temperature with respect to the lipid yield would be specified
as well.

2. Methodology

2.1 Microalgae

The microalgae used in this experiment was Nannochloropsis
oculata which was obtained from Algaetech Int. Sdn Bhd (Kuala
Lumpur, Malaysia) in liquid form. This microalgae strain has a
diameter of 1-2 um and classified as eukaryotic green marine
microalgae [6].

2.2Cultivation

The cultivation of the microalgae was carried out in 250 ml
photobioreactor. F/2 medium (Algaetech Int. Sdn Bhd, Kuala
Lumpur, Malaysia) was used as the nutrient source for the
microalgae. The volume ratio of microalgae inoculum to the medium
was 1:10.Three different light intensities within the current optimum
range were tested in this experiment, which were 3000, 5000, and
7000 lux as the controlled variable. Phototropic period of 24:0 (light :
dark hours) was used.The culture temperature was monitored and
maintained at 18-25°C, whereas the pH was kept at 7-8.5 with
salinity of 20-24 gram/litre. The culture was aerated with the air flow
rate of 2-4 litre/min. To study the growth, culture density was
measured daily by 2ml sample taking, centrifuging, and measuring
the amount of biomass which would be expressed in gram/ml.The
growth curve would be plotted and the specific growth rate was
calculated by the equation:

() M

2=ty Ny

Growthrate,K' =

Where Nis the biomass at time t during the exponential phase.

2.3Harvesting and Drying

The cultures were harvested after two weeks which was at the
exponential phase of the microalgae. It was then centrifuged at 4000
rpm for 10 minutes. The algae drying process was carried out in the
oven (FAC-350, Protech, Malaysia). Three different drying
temperatures would be tested in his experiment, which were 70, 85,
and 100°C with the same drying period of 24 hours. The biomass
yield was calculated by dividing the weight of obtained dried
biomass by the culture volume.

2.4Lipid Extraction

Lipid extraction from biomass was performed by using hexane-
isopropanol (3:2 v/v) at 25°C for 7 hours. 75 ml of the solvent
mixture was added to every gram of dried biomass. Filtration was
then done before transferring the mixture into the separating funnel
where the top dark green layer containing lipid and the solvent would
be taken and heated up to get the pure lipid.Transesterification
process was carried out at temperature of 65°C for 4 hours. 10 gram
(12.6 ml) of methanol would be added for every gram of lipid. 10 wt%
of potassium hydroxide (KOH) as a base (alkali) catalyst was used in
the experiment. The top transesterified biodiesel rich phase would be
taken and washed with 300 v% of water to get the final biodiesel
product [7]. The lipid yield from microalgae would be calculated by
the equation:

Lipid yield, Y% = —- )

DA
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WhereW andWp, are the weights of the extracted lipids and the
dried algae biomass, respectively.

2.5Error Analysis

One dimensional ANOVA (Analysis of Variance) with fixed effect
was used to analyse the error and variance involved in the
experiment.

3. Results and Discussion

3.1Effect of Light Intensity on the Microalgae Growth Rate

The growth of the microalgae cultures was studied by measuring
the culture density for two weeks with respect to different light
intensities as shown in Fig. 1. The plotted culture density would then
construct the growth curve of the microalgae. It was observed that
the culture would undergo the highest and optimum growth at light
intensity of 5000 lux, followed by 7000 lux and 3000 lux. At 5000
lux, the culture started to undergo the exponential phase on the fourth
day of culture and reached the peak at 1.9 gram/litre culture after
three days before experiencing declining and constant growth rate. At
7000 lux, the culture first underwent obvious lag phase that made the
growth lower than 3000 lux culture for the first two days, before it
could slowly surpass the 3000 lux and have higher growth at the end.
The longer lag phase at 7000 lux was due to the culture’s difficulty to
adapt on the high light intensity at low culture density since very
high amount of photons and heat absorbed per cell were experienced.
As the culture density increased with constant light intensity, this
issue would be tolerated [8].

25 | —@—3000Ilux ——5000 lux 7000 lux
2z 2
9
[l
EEI.S
= 38
U§ 1
%S
Z 05 p

0

0 2 4 6 8§ 10 12 14

Time (days)

Fig. 1. Different growth of microalgae cultures with respect to the different
light intensities.

The growth curves allowed the specific growth rate, divisions per
day, and generation (doubling) time to be determined for different
light intensities as shown in Table 1.It was determined that the
highest specific growth rate of the culture was achieved at light
intensity of 5000 lux, which would give specific growth rate of 0.236
day'and 0.340 divisions per day with generation/doubling time of
almost 3 days. It means 5000 lux as the optimum light intensity
obtained from this experiment was within the current optimum range
from previous study which was from 2500 to 7000 lux [8]. At 7000
lux, the specific growth rate was 0.208 day™' which was 12% lower
than that at 5000 lux. It also took longer time for the microalgae at
7000 lux to double its amount, which would take 3.3 days. This
might occur because the microalgae had reached beyond a certain
point at which higher light intensity might damage the cell and would
result in declining growth. This is called photo-inhibition which
explains too strong lighting may generate excess heat and damage
microalgae cell [9]. At 3000 lux, the culture underwent the lowest
specific growth rate due to insufficient lighting provided.

Table 1. Growth parameters obtained at different light intensities.

. Specific .
ngh.t Growth Divisions Generation/Doubling
Intensity , per Day .
Rate, K . "1 Time (days)

(lux) ( day'l) (div.day™)

3000 0.174 0.251 4.0

5000 0.236 0.340 2.9

7000 0.208 0.301 33

3.2Effect of Drying Temperature on the Lipid Yield

The percentage of extracted lipid to the biomass with respect to the
different drying temperatures is shown in Fig. 2. The highest
microalgae lipid yield was obtained at drying temperature of 85°C.
At this temperature, the lipid yield reached 6.47% which was slightly
lower than the previous reported yield of 6.80% [7]. There was no
significant differences on the lipid yields at drying temperature of
70°C and 85°C, but the lipid yield dropped much at 100°C.

2 8.00%

5 600%

m

S 4.00%

S 200% -
2 0.00%

E

70 85 100

Drying Temperature (°C)

Fig. 2. Lipid yield obtained at different drying temperatures.

4. Conclusions and Future Work

From this experiment, the optimum light intensity for the growth of
microalgae Nannochloropsis oculata was 5000 lux, which would
give the highest specific growth rate of 0.236 day™' with the shortest
generation time of 2.9 days during the exponential phase. The second
highest growth rate was achieved at 7000 lux, whereas 3000 lux gave
the lowest growth rate and longest generation time.

The optimum drying temperature was achieved at 85°C which
gave highest lipid yield of 6.47%.

There were two specific parameters tested as the limitations of
this experiment, which were constant light intensity and drying
temperature. Other light intensity and drying related parameters
might be taken into account as well to enhance this experiment, such
as increasing light intensity, wave length (colour) of lighting, source
of light, flashing, phototropic period, drying period, and drying
method. Moreover, different algae species might be considered as
well since only one algae species is used in this experiment.
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Abstract—

The objective of this study is to investigate the drying kinetics of
medicinal herbs using convective drying and hybrid drying
techniques. Five herbs with different characteristics were
selected viz. Strobilanthuscrispus (SC), cassia alata (CA),
andrographispanaculata (HB), phyla nodiflora (PN), and
clinacanthusnutans (SG). Samples were subjected to convective
drying and vacuum microwave drying, it was found that the
drying time reduced from average of 6.5 hr to less than 30 min to
reach equilibrium moisture content (EMC). The drying
efficiency improved by a factor of 13 for average and up to 20
times depending on the nature of leaves.

Keywords— natural herbs, drying, drying kinetic, hybrid drying,
convective drying, advance drying

Introduction

Drying is a complex operation involving heat and mass transfer.
According to Mujumdar (2011), the transport of moisture during
drying process may occur following one or more different
mechanisms of mass transfer including

a.) Liquid diffusion/evaporation

b.) Knudsen diffusion (freeze drying)

c.) Vapour diffusion
A typical drying behaviour can be descripted as in Fig. 1. where
drying are divided into three phases, first is initial transient period,
follow by constant rate period and failing rate period. During initial
transient period, drying happened primarily on the surface of herb
leaves. In a typical convective air drying characteristics, the transient
behavior happened typically at first half an hour of drying for a
convective drying process. Next, the constant rate period is
happening to mainly middle part of the leaves, where the moisture is
slowly diffuse out. Lastly, the failing rate period is happened for
internal moisture where it took time for diffusion to happen, and
hence, the rate of drying decreases with time.

(Internal heat/mass
transfer rate controlling)
Falling rate perio:

(External heat/mass
trans fer rate controlling)
Constant rate drying—|

wet partii |

R, Drying rate,
kgh m 2 Initial

.8-4. transient

X, Moisture content, kg water/kg dry solid

Figure 1: Typical drying behavior

More than century, a conventional convective drying technique has
been used to dry biomaterials, the drying time is improved using
higher drying temperature. . However, its often decrease the product
quality of biomaterial due to biochemical changes. According to
Sharma and Prasad (2004), the drying time can be reduced using the

microwave technology. Microwave energy able to penetrate through
the sample and allow generation of heat at the inner layer of the
sample, which gives a much more uniform drying than a convective
drying method. The quality of finished product also can be assured
because of much shorter drying time that reduced the tendency of
oxidation by air (Yoshinori, 2009). However, difficulties in
optimising microwave drying technique as microwave power
selection varies from one product to another; bad setting often result
in lower product quality and high energy consumption.

As an initiative to improve the performance of microwave technique,
vacuum is implemented into microwave drying technique, which can
reduce the processing time and maximum temperature of samples.
The differential in vapor pressure between surrounding the surface of
the sample, moisture can diffuse out rapidly due to higher energy
state (vacuum lower the boiling point). In addition, Figuel (2009)
reported that microwave pulse setting is more effective than
continuous microwave energy input.

The objective of this study is to investigate the drying kinetics of
medicinal herbs dried using vacuum microwave drying (VM) and
combined convective-vacuum microwave drying (CVM).

Materials and Methods

Materials

Strobilanthuscrispus (SO), cassia alata (CA),
andrographispanaculata  (HB), phyla nodiflora (PN), and

clinacanthusnutans (SG) were purchased from TKC herbal nursery
Sdn. Bhd. ,Seremban, Negeri Sembilan, Malaysia. Stem of herbs
were removed and cleaned before subject to drying.

Bone drying

The samples will undergo bone drying using forced convective hot
air dryer (Model FAC-350, ProTech, Country) following ASTM
D1348-94 to get bone dry weight. The operating condition from this
ASTM is 105°C for 24 hours.

Convective drying

Samples of herbs were spread as a single layer on a tray to dehydrate
until equilibrium moisture content (EMC) is achieved. Convective
drying was carried out at set point temperature of 40, 60 and 80°C.
The initial moisture of the leaves is tested with a humidity analyser,
and can also be calculated using the equation (1).

MC = Initial weight—bone dry weight
- bone dry weight

)

In this study, moisture ratio is determined from equation (2).

Mr—M,
MR = -—=£ 2)

Mo—Mg
Where MR is the moisture ratio, Myis the moisture at time T, Mg is
the EMC value, and M, is the initial moisture content
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Vacuum microwave drying (VM)

100g of herbs were subjected to a vacuum microwave dryer (SM-200,
Plazmatronika,Poland) that had a revolving vacuum drum with radius
of 0.18m and length of 0.27m; two magnetrons of 1200W, the power
is adjustable. The drying experiments were performed at 480W with
operating conditions of 4.0 to 6.0 kPa. The VM drying was set at
30sec microwave pulses followed by Ssec break. The drum was
rotated at 6rpm. Drying is carried out until EMC is achieved.

Results and Discussion

Fig. 2 shows the drying of medicinal herbs using the convective air
drying and VM techniques.Referring to the drying kinetics of herbs
dried using convective air drying method, moisture content of 0.6 g
H,0/g DM and 0.1g H,O/g DM were identified as critical moisture
content. It is indicated using a vertical red color line. Other drying
characteristics are initial transient period(right region), first falling
rate period (middle region), and 2"falling rate period(left region)
(Chuan Lim,2010).The initial transient period fall in the range of 0.6
to 0.8 g H,O/g DM. No constant rate period could be due to the
moisture on the surface of the leaves were removed quickly by the
forced convective hot air (Figuel, 2009) As drying proceed and
crosses the vertical line, entering the middle zone, which is 1™ falling
rate periodwith moisture content in the range of 0.2 to 0.8gH,0/g
DM, the drying rate started to drop from 0.04 to 0.01 g H,O/g DM m.
min. It is due to moisture losses due to diffusion via spaces between
cells and pores of leave to the surface. The continuous diffusion of
the moisture reduced the efficiency of heat transfer
(Chong,2010).Furthermore, it was found that the drying duration was
ranged from 6 to 8 hrat temperature and air velocity of 50°C and
0.8m/s, respectively. Around 44 to 60% of total drying time fall
under 2™ falling rate period which is ranged from 0 to 0.2gH,0/gDM
with decrease of drying rate from 0.02 to 0.01 g H,O/g DM m. min.
The diffusivity of the moisture from internal part to the surface is
relatively low, which prolonged the drying period (Chuan Lim,2010)

For VM drying, the critical moisture points were indicated by the
vertical red color lines which divide the initial transient period, 1*
falling rate period and 2"falling rate period. The drying rate at the
transient period is ranged from 0.15 to 0.25g H,O/g DM m. min at
moisture content of 0.6 to 0.8 g HyO/g DM. It is extremely fast
compared to convective air drying as the moisture content are
removed using microwave energy with the aid of vacuum condition.
This technique reduces the vapor pressure, giving a bigger drive
force for moisture to diffuse into the air and changes its physical
states (Figuel, 2009). As drying progress from right to left, 1* falling
rate period appear, the drying rate decreased from 0.1 to 0.02g H,O/g
DM m. min with moisture content ranged from 0.1 to 0.65 gH,0O/g
DM .Microwave energy able to generate heat to internal part of the
leaves, making the heat transfer and mass transfer happened
effectively even the moisture content is low (Chong, 2010).A third
critical moisture point was found in Fig 3.Drying rate is still high as
microwave energy generated heat by changing the electromagnetic
field up to 300M times per second encourages the mass transfer of
moisture.
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Figure 2: Drying kinetic of herbs for convective drying method
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Figure 3: Drying kinetic of herbs for VM method

Conclusion

In conclusion, vacuum microwave drying is a much more efficient
drying method that gives significant improvement in drying time for
herbs processing which potentially gives much better product quality
due to short drying period and higher rehydration properties. VM
microwave method often do not give indication of initial transient
period in herb drying due to the rapid and more uniform dehydration.
The drying efficiency is improved by average of 13 times and up to
20 times depending on nature of leaves.
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Abstract— Degradation tests on physical and mechanical
properties of LDPE-Tapioca starch blends were studied and
characterized by conducting tensile testing and melt flow
index(MFI) testing. The chemical degradation using different
concentration of sodium hydroxide solution and hydrochloric
acid were conducted for duration of 3 and 6 days (the samples to
soak into the solutions) are compared with the samples without
soaking. Different tapioca loading Ophr, 5phr, 10phr,15 phr and
20phr were used for each study. In overall, tensile tests showed
decrease trend as the loading of starch increased. However,
increased trend showed from 15phr to 20phr for both solutions
due to the xcessive small particles of starch tend to agglomerate.

Keywords— Degradation, starch, low density polyethylene, acid,
base.

1. Introduction

Critical environmental issue from non-biodegradable plastics is
continuously becoming the major concern over years even efforts
have been made such as recycle. The durable and indestructibility of
non-biodegradable plastic characteristics are the contributing factors
as they enter waste stream[1]. Petroleum depleting will adversely
affect the production of conventional plastic since petroleum is one
of their raw materials[2]. For all these, hence, a viable method to
reduce the environment impacts is to change the non-biodegradable
plastic into biodegradable plastics by adding or mixing with other
biodegradable material. Starch is abundant, low cost and degradable
that can be added to the common used plastic-low density
polyethylene (LDPE). LDPE is resistive to chemical attack due to its
high density packed structure with long hydrophobic chain[3].
However, one of the major challenges in the making of
biodegradable plastic is the weakness in physical properties of
biodegradable plastic and the capability to withstand aging. Aging is
a process where a product gradually loses its original design function
and efficiency with time that is intolerable in engineering.

In this study, pure LDPE and LDPE with various tapioca starch
compositions were tested for its physical properties and
biodegradability to examine the best blend composition of this type
of biodegradable plastic.

2. Material and Methods

2.1 Materials and Equipments

Different formulations of LDPE-starch blend were prepared with
LDPE resin grade MFI 2.5 from Petlin (Malaysia) Sdn. Bhd. Tapioca
native starch powder was purchased from Thye Huat Chan Sdn.Bhd.
The chemicals used were purchased from Chemolab Malaysia with
the concentration of 5 molarity was then diluted to 2 molar and 4
molar of solutions.

2.2 Design of Experiments
The compositions of starch and low density polyethylene mixtures
were tabulated and showed as below.

Table 1. Various Formulations in Preparing Samples for Extrusion

Formulation  LDPE (phr)  Starch (phr) Total (phr)
1 100 0 100
2 100 5 105
3 100 10 110
4 100 15 115
5 100 20 120

*Note: phr indicates parts per hundred.

2.3 Preparation of LDPE/ Tapioca Starch Blend

The mass of LDPE-tapioca starch polymer blends were weighted and
blended using twin screw extruder (SHJ-20, Nanjing Giant
Machinery Co., Ltd, China) at 7 rpm and 170°C. The extruded
samples were cooled by water and fed into pelletizer. The pellets
samples were dried in the oven to remove moisture at 60°C for a day.
The pellets samples were moulded using 25-ton hydraulic hot press
(LS-22009-25, Lotus Scientific Sdn. Bhd, Malaysia) under 180°C.
The moulded 150mmx150mmx1mm samples are cut into dumbbell
shape.

2.4 Methods

The chemical aging of LDPE-starch blends were tested by soaking
samples into sodium hydroxide solutions and hydrochloric acid with
concentration of 2molarity and 4 molarity for a period of 0,3, and 6
days. Samples were took out and rinsed with distilled water, oven
dried at 60°C for a day.

Young’s modulus of elasticity, tensile strength and elongation at
break were obtained from tensile tests. The dumbbell shape samples
were tested using (Model 4302 Series IX) Instron Universal Testing
Machine based on ASTM D1882 standard with 2kN load cell and
crosshead speed of 50mm/min. For each formulation, chemical
solution, concentration and day to degrade, three samples were tested
and the average values are obtained.

Melt Flow Index of the samples were carried out based on ASTM
D1238-01. Sufficient amount of samples are pushed inside MFI
machine and a load is put to allow the flow of samples. The cut
samples were weighed and the time is recorded. The values were
converted to mass per 10 minutes.

3. Results and Discussion
3.1 Mechanical Testing
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Table 2.Melt Flow Index of LDPE-Starch blend using different Concentration
of Sodium Hydroxide solutions and Different Day(s) for Degradation.

Solution NaOH

Molarity(M) 2 4 2 4

Day(s) for soaking 0 3 6

Composition (LDPE/TS) MPFI value (g/10 min)
100phr/Ophr 30 27 27 28 27
100phr/5phr 22 27 26 25 25
100phr/10phr 25 27 26 27 28
100phr/15phr 26 27 25 27 25
100phr/20phr 28 22 25 24 22

*Note: phr indicates parts per hundred.

Figure 1. Tensile Strength against Starch Composition with different Molarity
of Sodium Hydroxide solutions in Three Different Degradation Days.

. Fig. 1 shows, in overall, the decrease in tensile strength as starch
composition increased. This shows good trend which supported by
R.R. Ali, et al.[4]. The LDPE and LDPE blend were submerge into
sodium hydroxide solution, gelatinization happened and the starch
inside the blend started to differentiate and reduced the
intermolecular interaction between matrix, causing the tensile
strength to decrease significantly[5]. As the composition raise up to
15phr, the well-blended sample will be having sufficient free radical
that established interaction between the cross linking[5]. Further
increment in the composition will result in decrease of tensile
strength because the excessive small particles of starch tend to
agglomerate rather than forming interaction with the cross linking,
which result in weakening of mechanical strength.
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*Note: phr indicates parts per hundred.

Figure 2. Tensile Strength against Starch Composition with different
concentration of Hydrochloric acid in Three Different Degradation Days

Fig. 2 shows, the graph of tensile strength versus starch composition
with and without day(s) to degrade in different concentration of
hydrochloric acid solutions. The slightly increased of tensile strength
from 15phr of starch to 20phr of starch can be compared again using
Roshafima R.A, et al tensile strength versus starch loading result.
The same explanations of Fig.1 are applied for this case also.

*Note: phr indicates parts per hundred.

Table 3. Melt Flow Index of LDPE-Starch blend using different
Concentration of Hydrochloric acid in Three Different Degradation Days

Solution HCI
Molarity (M) 2 4 2 4
Day(s) for soaking 0 3 6
%Egg‘és/'}'g)“ MPFI value (g/10 min)
100phr/Ophr 30 27 28 28 27
100phr/5phr 22 28 27 29 27
100phr/10phr 25 28 27 29 30
100phr/15phr 26 26 30 24 32
100phr/20phr 28 24 25 22 35

*Note: phr indicates parts per hundred.

From Table 2 and Table 3, MFI showed fluctuated results. The result
for Ophr, 5phr and 10phr mix did not present any significant changes
in MFI value because the starch mix composition is relatively low, in
comparing with overall structure. The raised in the MFI value
indicates that the viscosity of the blend is lower than the pure LDPE
mix[4]. This is because the homogeneous mix of the irregular
shape’s tapioca starch, which incurred an increment of spacing
between molecules, lead to a drop in intermolecular forces between
polymer coils[4]. There is also a possibility that the blending process
enhanced the formation of particle-matric interaction, causing the
blend to become smoother and hence increase in the mobility[4].

4. Conclusions

In conclusion, NaOH solutions showed significant degradation from
the 0 day samples through MFI test and tensile strength especially for
day 3 samples. HCI solutions samples showed fluctuated results in
MFI. The observation will still be carried out until day 30 to
determine the degradation conditions of the samples.
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Abstract—Forsterite (Mg,Si0,) powder was synthesized by using
magnesium and talc with assistance of ball milling and
subsequent heat treatment. Manganese doped forsterite was
prepared at weight percentage of 0.05%,0.1%,0.2%,0.5% and
1.0wt% by adding manganese oxide before ball milling. The
undoped and manganese doped forsterite was sintered at
temperature ranging from 1200 C to 1600 C. Relative density,
fracture toughness and microhardness was tested for biomedical
application of forsterite.
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Properties, Manganese Oxide

1. Introduction

Forsterite is excellent in biomedical application especially in bone

implant due to its composition which consists of magnesium and

silicon, important elements in bone calcification process.Forsterite
1

fracture toughness ( Kjc =24 MPamz ) are superior to
hydroxyapatite and lower limit reported for corticol bone [1], and
study on bioactivity of nanostructured forsterite, with grain size of
31nm has shown bioactivity and bioresorbability are on par with
hydroxyapatite[2]. Forsterite also possesses melting point of 1890 °C
with excellent electrical insulation, thermal expansion, and chemical
stability[3].

Sintering is the traditional method of ceramic manufacturing which is
used to transform fine ceramic powder into solid body using high
temperature treatment. The basic tenet of sintering is to join particles
without melting it, so the sintering temperature usually set below the
melting point of the material.[4]The most commonly used sintering
technique for forsterite production are based on the conventional
pressureless sintering in air atmosphere. This method of
consolidation requires high temperature, slow heating rate and long
holding time to produce above 99% dense body, characterized by
having large-grained microstructure and low mechanical properties

(51

Thus, this research aimed at synthesizing pure nanocrystalline
forsterite powder and develops a process that would ultimately lead
to the densification of the ceramic body at low temperature without
compromising on the forsterite phase stability and inducing grain
coarsening. Besides, the research will also explore the use of
sintering additive such as MnO, which will be incorporated into
forsterite to see the potential method in improving the sintering of
forsterite.

2. Methodology

2.1 Preparation of Forsterite Powder

Tale (Mg3SisO19(OH),, Sigma-Aldrich, 99% purity) and
magnesium oxide (MgO,Merck, 97% purity) was individually added
to 500ml beaker using 100ml ethanol (C,HsOH,Merck) as solvent.
Manganese Oxide were measured using Electronic Balance and
added to the beaker containing the talc. The weight of talc,
magnesium oxide and manganese oxide used for each sample is
shown in Table 1. Both beaker was put in Ultrasonic Mixer for 2min
to ensure homogeneity. After 2min, contents of both beaker was
mixed and undergoes ultrasonic mixing for 30min.

Table 1: Ratio of Talc, MgO and MnO?2 used for each sample

Weight Percentage Talc (g) MgO (g) MnO, (g)
(wWt% MnO,)
0 16.32 8.680 0
0.05 16.31 8.676 0.0125
0.1 16.30 8.672 0.025
0.2 16.29 8.663 0.05
0.5 16.24 8.641 0.125
1.0 16.16 8.593 0.25

The mixture was ball milled at 350 rpm using Smm zirconia ball for
3 hours followed by heat treatment in oven for 24 hours at 60 °C. The
powder from oven is sieved using 212um metal sieve. The sieved
powder was pressed in uniaxial pressing machine at 30MPa to
compact the powder into disc (20mm dia. x Smm thickness) and bar
(32 x 13 x 6) mm using hardened steel mould. The sample were
labeled. The pressed sample was sintered at different temperature
(1200 °C, 1300°C, 1400°C, 1500 °C and 1600 °C) at the rate of 10°C
/min for 2 hours.

2.2 Bulk Density Measurement

The bulk density of the forsterite will be determined by using
Archimedes method by using water as medium. The bulk density was
determined by precisely calculating the dry weight, suspended
weight and saturated weight of forsterite.

The dry weight was calculated through measurement of geometric
dimension (cylindrical for disc and cube for bar) and sample mass.
The suspended weight was measured in a dish submerged in water
after the electronic balance (Mettler-Toledo, Switzerland) are set to
zero. The saturated weight are measured immediatelyafterwards to
get weight of water-saturated forsterite. Equation 1 will be used to
calculate the bulk density after the measurements are taken.

Wary ey
Ppoulk = mpwater

Where ppy is the bulk density of the sample, Wy, is the dry weight,
Wg,ds the saturated weight, Wy, is the suspended weight, and
Pwater 18 the density of water.

2.3 Young’s Modulus

The Young moduli of forsterite ceramic was measured by using sonic
resonance method (GrindoSonic: MKS5 “Industrial”, Belgium).
ASTM E1876-97 (1998) is the standard used in this test. First,
dimensions (width, length, and thickness) of ceramic sample was
measured. The sample was put into the instrument which will
determine the resonance frequency of the sample. Equation 2 will be

used to calculate the Young’s modulus:
2

E = 0.9465 <m£f > (%)3 T, @

Where m is the mass of bar in gram, b is the width of the bar in mm,
L is the length of the bar in mm, t is the thickness of the bar in
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mmand Tc is the correction factor, and Ff is the fundamental
resonance frequency of the bar in flexure in Hz

2.4 Vickers Hardness Test
Vickersindentation test will be used to determine the hardness of
forsterite ceramic by using standard microindentation device
(Matsuzawa, Japan). ASTM E384-99 (1999) and ISO 14705 (2000)
are the standards used as quality control in this test. The indentation
was made using pyramidal diamond indenter with a load of 50g. The
indentation was applied slowly and held for 10 seconds. The
pyramidal impression left by the indenter are measured with
microscope to nearest 0.1um, thus the value of average diagonal (2a)
are obtained. Equation 3 is used to determine the hardness.

1.854P 3)

v (2a)2

Where Hyv is the hardness (GPa) , P is the applied load (kgf) and 2a is
the average diagonal (um).

2.5 Fracture Toughness Determination

Fracture toughness test will be evaluated by using crack
measurement method and using Niihara’s formula shown in Equation
4. [6] The principle are same as Vickers indentation test, however
measurement of radial cracks from the pyramidal impression was
measured by microscope to determine the fracture toughness.

3

N 1 “
K ,c = 0.203 (E) H,.a>

Where K¢ is the fracture toughness in MPa m"?, ¢ is the length of

measured crack from the center of indentation at half of the average

length of two indent diagonals (#m)and H, is the hardness(GPa).

2

2.6 Microstructural Evaluation

X-Ray diffraction (XRD) (RigakuGeiger-Flex, Japan) was used to
characterize the phase stability and crystal lattice present. The results
from XRD was compared with standard reference JCPDS-ICCD
(Joint Committee for Powder Diffraction Standard — International
Center for Diffraction Data) file.

Field emission scanning electron microscope (FESEM) (Zeiss
AURIGA, Germany) will be used to evaluate the grain size and
microstructure. The grain size was measured from FESEM
micrograph using standard line intercept method as outlined in
ASTM E112-96 (2004). Average grain size was calculated by using
Equation 5 proposed by Mendelson (1969).

Where C is the total length of test line, M is the magnification of
FESEM micrograph and N is the number of intercepts.

3. Expected Results & Discussion

3.1 Densification and Grain Size

Sara et.al [7] has studied the sintering behavior of pure forsterite.
The highest relative density of 90.7% is achieved at temperature of
1500 C, while highest fracture toughness and Vickers microhardness
are achieved at temperature of 1400 C. In ceramics, dopants are
shown to increase densification with controlled grain size.[§] Thus,
doping forsterite with manganese oxide are expected to increase the
relative density of forsterite beyond 90.7%.

Formation of enstatite (MgSiO3) during sintering also present as
challenge in obtaining pure forsterite. Grain size determines the
physical property of ceramic. Experiment has shown that grain
boundary diffusion of Si is the rate-controlling step for grain growth
in forsterite.[9] Doping will induce segregation along the grain
boundary by altering the surface and interfacial composition.

Segregation plays a major role in grain boundary migration; a key
element in controlling grain size.[8] Currently, the lowest grain size
reported in the literature is 25 -45 nm. [1]

3.2 Fracture Toughness and Hardness

The highest fracture toughness for pure forsterite was achieved by
Fathiet. al. [10] of 3.61 MPa m"? and toughness of 940 Hv. The
author achieved this in temperature of 750 °Cand dwell time of 15
hours, however when temperature increased to 850°C, the hardness
and fracture toughness started to decline. These phenomena are
attributed to grain coarsening that happen when sintered at elevated
temperature for long time.

4. Conclusions

In this study, manganese oxide doped forsterite powder was
successfully synthesized by using ball milling.Experimental data to
develop sintering profile and determination of mechanical integrity
of sintered forsterite are not yet developed.
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Abstract— Activated carbon (AC) produced from the biomass
that are widely available in Malaysia is opted as an efficient and
low cost technique to capture gaseous pollutants, which are
sulphur dioxide (SO,) and carbon monoxide (CO). The biomass
are first prepared by carbonizing them at different temperatures
to study the effect of temperatures on the char produced.
Successful chars are then subjected to impregnation with KOH
solution for activation. Once AC is obtained, it will be placed in
an adsorption column and its efficiency at adsorbing SO, and CO
gases will be studied.
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1. INTRODUCTION

As of today, the amount of greenhouse gases (GHGs) in the
atmosphere is increasing rapidly due to the emissions of exhaust
gases from the industrial factories that mainly use fossil fuels such as
coal and petroleum as their energy source. Besides that, the number
of vehicles on the road is increasing significantly over the years
which contributes more exhaust gases that further worsen the
environment.Accumulation of the concentration of gases such as CO
and SO, would impact the environment adversely if there are no
actions taken to control them. Air pollution resulted from the
combustion of fossil fuels and coal which emit SO,can cause acid
rain as well as many types of respiratory diseases due to the
formation of ground level ozone[l]. On the other hand, the
concentration of CO in the Northern Hemisphere is increasing at rate
of 1% per year[2]. This would eventually lead to an increase in the
concentration of CH, due to reaction with hydroxyl radicals to form
hydroperoxy radicals (HO,), which destroy the ozone layer.

The process of adsorption using activated carbon using waste
biomass is opted as the most efficient way used to adsorb the
pollutant gases as the starting material is cheap and the operating cost
is low as compared to other alternatives such as wet scrubbing
system [1].Therefore, in this study, a novel adsorbent derived from
the combination of sugarcane and coconut shell. The adsorbent will
be developed using different ratios of compositions (1:1, 1:3, 3:1 of
sugarcane and coconut shell respectively). Particle size of 2 — 5 mm
of the samples are prepared and subjected to the process of
carbonization prior to chemical activation using potassium hydroxide
(KOH) which increases the total surface area of the adsorption sites.
Different flow rates of the exhaust gas from petrol engine are studied
to investigate which conditions will yield an adsorbent with the
highest efficiency of capturing CO and SO, gases.

2. RESEARCH METHODOLOGY

2.1 Materials

Sugarcane is collected from a vendor in Port Dickson, Malaysia
whereas the coconut shells were provided by supplier from DST
Technology, Malaysia.

2.2. Preparation of Activated Carbon

Sugarcane is washed with tap water to remove impurities. The
dried sugarcane is then sundried for storage purpose. Washed
sugar cane is then grind using blender and sieved to particle size
of range between 2 to 5 mm. Once obtained the sieved sugar
cane, it is washed with distilled water and dried in oven for 24
hours at 110 °C. 40g of dried sugarcane is placed in ceramic
trays and into the furnace (KSL-1100X) for the carbonization
process to take place at 500 °C for 2 hours under constant flow
of pure N, gas. The resulting char obtained from the
carbonization process will be chemically activated by soaking
with 0.1M of KOH solution with an impregnation ratio of 1:50.
The resulting mixture will then be dried in the oven at
temperature of 110 °C for 24 hours. Once dried, the
impregnated char produced will be subjected to carbonization at
500 °C for 2 hours under constant flow of pure N, gasto produce
sugarcane activated carbon (SAC). Similar procedure will be
conducted for coconut shell to produce coconut shell activated
carbon (CAC) but with impregnation ratio of and 1:1.

2.3. Experimental Set-up

Adsorption column with 1:10 diameter to height ratiowill be
filled with activated carbon with bed height of 30mm. At room
conditions (temperature of 25 °C and pressure 1 atm), the
experiment is first started by starting on the petrol engine that
has been filled with engine oil. The tube that connects the
exhaust is then connected to the inlet probe of the adsorption
column and the gas flow rate can be adjusted by adjusting the
valve and using a flow meter. The initial gas flow rate value
used is 20 mL/min and the gas is allowed into the adsorption
column for about 3 minutes to allow the concentration of the gas
treated to reach steady state. Next, gas analysis meter (BTU
4400 Gas Analyser) is inserted into the probe to measure both
the initial and final concentration of SO, and CO gases at time
interval of 10 minutes. The procedure is then repeated with
different gas flow rates of 5, 10 and 15 mL/min, with different
composition of biomass (sugarcane and coconut shell powder
with ratio of 1:1, 1:3 and 3:1) as well as to conduct replication
for each set of sample. Once the experiment is over, the engine
is switched off and the tube is disconnected from the adsorption
column probe.

RESULTS AND DISCUSSION

Table 1: Carbonization of Sugarcane at Different Temperatures

Temperature Observation Comment
Used (°C)
500 Char is
produced
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Temperature Observation Comment
Used (°C)
Half of the
600 sugarcane
turned into
ashes
700 Completely
turned into
ashes
Completely
800 turned into
ashes

Table 2: Carbonization of Coconut Shell at Different Temperatures

Temperature Observation Comment
Used (°C)
500 Char is
produced
Slight ashes are
600 produced
700 Completely
turned into
ashes

Carbonization is a process that involves thermal decomposition of
carbonaceous material in which to eliminate non-carbon species
[3]. Thus, after the process of carbonization, the char will contain
more than 90% of carbon content and remaining content consists of
ashes which enables the char to be a functional AC [4]. Based on
Table 1 and 2, it is shown that at temperature of 500 °C produced
perfect chars for both sugarcane and coconut shell as compared to
other higher temperatures. It is also noticed that the yield of the char
produced reduced with increasing temperature of the carbonization.
This is due to the reason that more volatile matters were being
released, which therefore, gives rise to an increase in fixed carbon
content [5]. The suitable range to carbonize sugarcane is between the
range of 500 — 550 °C [6], whereas for coconut shell, it is shown that
at lower temperature (250 — 500 °C) of carbonization is able to
produce activated carbon with larger surface area and pore volume
[5]. Hence, in this study, the process of carbonization of sugarcane
and coconut shell will be conducted at 500 °C.

Table 3: Before and After Carbonization of SAC Impregnated with KOH
solution

Before Comment

Ashes are produced

The resulting char is then subjected to process of chemical activation
using KOH solution.The benefits of activating char via chemical
activation are that it requires lower temperature for the carbonization
process as well as shorter time is required for activation. Moreover,
chemical activation helps to increase the surface area of AC[7].
Besides that, surface basicity of the AC will increase as well [8].
Activation of char also helps to enlarge the diameters of the pores
created during the process of carbonization. This evidently helps
prepare the AC to have higher capability of CO, capture [9].
However, referring to Table 3, it showsthatashes were produced
when impregnatedsugarcane charwascarbonizedat 500 °C for 2 hours.
Ashes do not chemically combined with the carbon surface of AC as
they are non-carbon or mineral additive [8]. Impurities present in
ashes become saturated as well when the char is subjected to
activation process via carbonization [8,9]. Therefore, high ash
content is considered undesirable for AC as it will reduce the
efficiency of its adsorption capacity as well as its mechanical
strength [8]. Since ashes are produced instead of char during
activation, hence, it is decided that the activation process of the
impregnated char is omitted.

4. Conclusions and Future Work

Based on the results obtained, SAC and CACwill be produced by
carbonizing at 500 °C, impregnate with 0.1M KOH solution and
dried in oven at 110 °C for 24 hours. The efficiency of different
composition of SAC and CAC will then be studied in an adsorption
column to determine its capacity at adsorbing SO, and CO gases.
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Abstract—In this study, Fenton’s Reagents process was used for
the treatment of water containing Amoxicillin antibiotics of 100
mg/L concentration. The molar concentration (0.1M, 0.2M,
0.3M, 0.35M, and 0.4M) of Fenton’s reagents was varied with
different ratio of ferrous sulphate to hydrogen peroxide. COD
and BOD reduction after treatment were calculated and
optimum ratio was determined. Total Suspended Solid (TSS)
formed after treatment was also measured.
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Oxidation Processes (AOPS)

1. Introduction

One of pharmaceutical compound namely antibiotics have been
detected in worldwide in environmental matrices (e.g. water and
wastewater) and their presence on ecosystem has been known for 30
years[1]. The presence of the antibiotics in environment is at low
level, but with continuous input of this compound may lead potential
risk to the aquatic and terrestrial organism[2]. Hence, antibiotics
have emerged as one of pollutant to the environment. Common
antibiotics (with their concentration) found in wastewater are

Sulfonamides: sulfamethoxazole (0.02—0.58 (ug/L), fluoroquinolones:

ofloxacin (6-52 ng/L), ciprofloxacin (6-60 ng/L) bacteriostatic:
trimethoprim (0.11-0.37 pg/L) Penicillin group: penicillin G (0.025
ng/L)[2].

The using of antibiotics is to sustain health condition of
living organism such as human, animal and plant. The consumed
antibiotics by organisms are excreted through urine or feces and sent
to the sewage or manure[3]. This is one of route how antibiotics can
emerge on the environment. Besides that, antibiotics are also can be
found in different environmental compartment such as hospital
effluent resulted from heavy used from human and veterinary
medicine[4]. The emerging antibiotics in environment cause the
formation of resistant microorganisms that causing problem to public
health and also result to imbalance microbial ecosystem. Antibiotics
could produce toxic effect that affects microbial community and
other living organism in environment.

The objective of this study is to investigate removal of the
antibiotics from synthetic wastewater by degrade it using Fenton’s
reagent process. The degradation is measured in term of COD and
BOD reduction after the treatment at different molar concentration of
Fenton’s reagent.

2. Methodology

2.1 Preparation of Synthetic Wastewater

This synthetic wastewater contains amoxicillin antibiotics at 100
mg/L concentration. Amoxicillin antibiotics was obtained from
Poliklinik Cahaya, Selangor is dissolved in distilled water and stored
at 4°C.

2.2 Fenton’s Reagent Experiment

500 mL of synthetic wastewater was poured into 4 500mL beaker.
The pH of this synthetic wastewater was adjusted to pH between 2 -3
by adding several drops of 30% of sulfuric acid for optimum
Fenton’s reaction[5]. Fenton’s reagent molar concentration of 0.1M
with different ratio (1:2, 1:4, 1:8, and 1:10) of ferrous sulphate to
hydrogen peroxide was added for each beaker and stir with stirrer for

30 minutes. After 30 minutes sample was taken for COD, BOD, and
TSS test. Similar procedure was repeated for 0.2M, 0.3M, 0.35M,
and 0.4M of molar concentration of Fenton’s reagent.

2.3 Chemical Oxygen Demand (COD) Test

COD reagent such as sulfuric acid reagent, standard ferrous
ammonium sulfate titrant (FAS) (0.10M), potassium dichromate
digestion solution (0.01667M), and ferroin indicator solution was
prepared. The 1.5ml sample mixed with 3.5ml sulfuric acid reagent
and 1.5ml potassium dichromate was heated for 2 hours at 150°C.
The heated mixture then was cooled at room temperature and mixed
with 2 drops ferroin indicator and titrate with 0.10M until color
change from blue-green to reddish brown. Blank sample also was
prepared in same manner as sample. Below is the equation to
calculate the COD value:

volume 0.0167 K,Cr, 0, titrated (mL

FAS MOlarity (M) = Volume FAS used in titration (mL) % 0.10 (1)
mg\ _ (A-B)xMx8000

¢op (T) - mL sample (2)

Where A = FAS for blank

B = FAS for sample
M = FAS molarity
8000 = miliequivalent weight of oxygen x 1000 mL/L

2.4 Biochemical Oxygen Demand (BOD)

BOD reagent (iodine azide solution, starch indicator, standard
sodium thiosulfate titrant, manganous sulfate solution and dilution
water) was prepared. 2 BOD 300 ml bottle was prepared. 1.5ml
sample is diluted with dilution water inside each BOD bottles. One
bottle is labelled with day-0 and another bottle with day-5. The day-0
bottle was mixed with 1ml of manganous sulfate, 1ml iodine azide
and 1ml concentrated sulfuric acid. 200 mL was taken from day-0
bottle for titration with sodium thiosulfates solution till colourless.
The day-5 bottle was wrapped with aluminum foil and incubates at
20°C for 5 days. After 5 days titration was done as day-0 bottle.
Below is the equation to calculate BOD value.

BoD (%)= 272 @

Where  D; = DO diluted sample for day-0 bottle (mg/L)
D, = DO diluted sample for day-5 bottle (mg/L)
P = decimal volumetric fraction of sample used

Note: 1 ml sodium thiosulfates = 1 mg DO/L

2.5 Total Suspended Solid (TSS)

Weight of a filter paper was measured. By using the filter paper,
sample was filtered to obtain the suspended solid. The filtrate was
dried together with the filter paper in oven at 103 to 105°C for 1 hour.
After 1 hour the weight dried filter paper was measured again. The
increased value of the weight corresponding to value of total
suspended solid. Below is the equation used to measure the TSS
value.

mg\ _ (A—B)x1000
TSS (T) = 4
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Where A = weight of filter + dried residue, mg
B = weight of filter, mg

V = volume of sample, mL

3. Result and Discussion

3.1 COD Reduction at Different Ratio of Fe?*/H,0,.

Value of COD of the synthetic wastewater before the treatment was
125.33 mg/L. After treatment with 0.IM and 0.2M of Fenton’s
reagent COD value of the synthetic wastewater was reduced to
certain value. Treatment was done for 30 minutes and foam was
produced during the reaction and the color of water also was changed
to reddish color. Figure 1 below shows reduction of COD after
treated with 0.1M and 0.2M of Fenton’s reagent.

60.00 -

50.00 -

o~
o
(=)
S

=—0.1M

COD Value (mg/L)
w
o
(=)
(=]

o
14
o
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Ratio of Ferrous Sulphate to Hydrogen Peroxide

Figure 1 COD Reduction at Different Ratio of Ferrous Sulphate to Hydrogen
Peroxide of Different Concentration of Fenton's Reagent

For 0.1M of Fenton’s reagent, the COD reduction is increased as the
ratio of Fe?'/H,0, decreases. However, further decreasing of
Fe?*/H,0, will not increase the reduction of COD due to higher
concentration of Fe?* that will directly react with hydroxyl radical[6].
The maximum COD reduction at 0.1M is occurred at 1/10 ratio of
Fe?'/H,0,. The value of COD at this ratio is 27.00 mg/L and the
reduction was 78%.

At 0.2M of Fenton’s reagent, the COD reduction is showed similar
behavior as at 0.1M where, the COD reduction is increased as the
ratio of Fe**/H,0, decreases. However, the COD reduction at 0.2M is
higher than COD reduction at 0.1M. Other study also shows that, the
COD reduction is increased as the concentration of Fenton’s reagent
increase[7]. The maximum COD reduction was occurred at 1/10
where the COD value is 26.50 mg/L and percentage of reduction is
79%. From literature review the COD reduction will be increased as
the Fenton’s reagent concentration increased[7].

4, Conclusion

From this study, the COD reduction is increase as the ratio of
Fe?"/H,O, decreases. However as reported in other study, further
decreasing of Fe?*/H,0, will not increase the COD reduction due to
higher concentration of Fe?".

This study also shows that, as the concentration of Fenton’s reagent
increase, the COD reduction also increases. This behavior also was
reported in other study. Maximum of COD reduction for 0.1M
occurred at 1/10 at the percentage of 78%. At 0.2M the maximum
COD reduction also occurred at 1/10 at the percentage of 79%. This
study result only up to 0.2M. However, result for 0.3M, 0.35M, 0.4M
will be done.
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Abstract—Pegaga is used as prevention and treatment against
cellular injury diseases as they contain antioxidant. Therefore,
study on the best method of extraction to maximize the yield
recovery of antioxidant components is vital. There are four
extraction methods to be studied. Ultrasonic Assisted Extraction
is the best method by showing values of 1350 mg GAE/100 g DW,
599 mg CE/100 g DW and 79 % scavenging activity on TPC, TFC
and DPPH respectively. In a nutshell, this project has a possibility
to create an important impact to society due to the fact that human
always relies on remedies for diseases prevention and treatment.
Keywords— Centella Asiatica (Pegaga), Extraction, Antioxidant

1. Introduction

Human civilization has used herbal medicines for millions of years as
prevention and treatment of diseases. This is due to the fact that these
herbal medicines contain beneficial biologically active components to
improve health and well beings. One of the most important active
component that exists in these herbs is antioxidant compounds.
Antioxidant has the ability to counteract harmful cell damaging free
radicals which is known to cause cellular injury such as cancer [1].
Therefore, studies on the best method of extraction to maximize the
yield recovery of antioxidant compounds should be the main focus in
performing this research.

In this study, Centella Asiatica or known as Pegaga by local
Malaysian is chosen as a focused herb of interest due to its significant
properties of antioxidant activity. Antioxidant properties of Pegaga
will be used as a criterion to determine the best method of extraction.
Pegaga is subjected to four extraction methods which are Conventional
Solid-Liquid Extraction, Conventional Soxhlet Extraction, Hot Water
Extraction / Infusion and Ultrasonic Assisted Extraction. After
extractions, the extract crudes/samples from the methods will be
subjected to antioxidant compound assay (Total Phenolic Content
(TPC) assay and Total Flavonoid Content (TFC) assay) and
antioxidant activity assay (DPPH free radical scavenging activity).
These assays will evaluate the performance of each methods. The
method which shows the highest recovery of phenolic and flavonoid
compounds (antioxidant compounds) and together with highest
antioxidant activity is selected as the best method of extraction.

1.1 Obijective

The objective is to choose the best method of extraction of Pegaga herb
among four extraction methods based on evaluation of highest
antioxidant compounds recovery and highest antioxidant activity of
the extract crude.

1.2 Theoretical Framework on Extraction Mechanism

Extraction is a process of separation to obtain desired bioactive
components from a plant [2]. It occurs based on two physical
phenomenon which are diffusion process through cell wall and
washing out of the bioactive components once the cell wall is broken.
Each extraction procedures must consist of two stages. First stage is
steeping of Pegaga vegetal material in solvent to facilitate swelling of
cell. Second stage is mass transfer of active components from material
to solvent by osmotic process and diffusion [3].

2. Methodology

2.1 Material and Chemicals

Powdered form Pegaga (Ethno Resources Sdn. Bhd., Malaysia),
ethanol (Astral Lab, Malaysia ), Folin Ciocalteus phenol reagent,
gallic acid and sodium hydroxide (Merck, Germany), sodium
carbonate and (+)-catechin (Labchem, Malaysia), sodium nitrite and
aluminium  chloride  (Systerm,  Malaysia), 2,2-diphenyl-1-
picrylhydrazyl (DPPH) (Sigma Aldrich, USA). All chemicals used in
the experiments were standard analytical grade.

2.2 Extraction Methods

2.2.1 Conventional Solid-Liquid Extraction

2 gram of powdered form Pegaga was extracted with 30 ml of
extraction solvent (40% ethanol+60% water) in a 100 ml glass conical
flask at 65°C for 60 minutes. The mixture was shaken in a Digital
Orbital shaker (Yih Der, Model LM-400D, China) at a constant speed
under controlled temperature. The extraction was carried out in
triplicate [2].

2.2.2 Conventional Soxhlet Extraction

2 gram of powdered form Pegaga was placed in extraction thimble.
The thimble is then transferred into the Soxhlet apparatus (Favorit,
Model HS-1678, Malaysia). Pegaga was then extracted with 30 ml of
extraction solvent (40% ethanol+60% water) for 8 hours. The
equipment was operated by continuously bring the sample into contact
with recycled solvent. The extraction was carried out in triplicate [3].

2.2.3 Hot Water Extraction / Infusion

2 gram of powdered form Pegaga was infused with 30 ml of distilled
water at 80°C for 10 minutes. The mixture was stirred with a glass rod
while maintaining constant temperature. The extraction was carried
out in triplicate [1].

2.2.4 Ultrasonic Assisted Extraction

2 gram of powdered form Pegaga was mixed with 30 ml of extraction
solvent (40% ethanol+60% water) in a conical flask and placed in the
Ultrasonic equipment. The mixture was subjected to a sonication
period of 40 minutes and at a temperature of 55°C. The extraction was
performed by Ultrasonic assisted equipment (Soluzioni Technologiche
Inc., Model Sonica 5300EP S3, Italy). The extraction was carried out
in triplicate [3].

2.3 Antioxidant Compound Assay

2.3.1 Determination of Total Phenolic Content (TPC)

Pegaga crude extract was diluted 50 times. 1 ml of diluted extract was
added to 1 ml of 10 fold dilution Folin-calcalteu Reagent. 0.8 ml of
sodium carbonate (75%, w/v) was added after 4 minutes followed by
2 hours incubation at room temperature. The absorbance was
measured adjacent to a blank at 765 nm by using UV light
spectrophotometer (Dynamica, Model RB-10 spectrophotometer,
Malaysia). 1 ml of sample was replaced with 1 ml of deionized water
to prepare the blank. Gallic acid was used for standard curve
calibration and the calibrated equation was y = 0.9726x + 0.0234
(R?=0.9746). Milligrams of gallic acid equivalent per 100 g dried
weight (mg GAE / 100 g DW) was used to express the results. Each
extract sample was analyzed in triplicate [2].
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2.3.2 Determination of Total Flavonoid Content (TFC)
0.25 ml of Pegaga extract was firstly mixed with 1.25 ml deionized
water. 0.075 ml of 5% (w/v) sodium nitrite solution was added then

followed by 0.15 ml of 10% (w/v) aluminium chloride. After 5 minutes,

0.5 ml of 1M sodium hydroxide was added and followed by addition
of 0.275 ml of deionized water. Its absorbance was measured at
510 nm by using UV light spectrophotometer (Dynamica, Model RB-
10 spectrophotometer, Malaysia). 0.25 ml of Pegaga extract was
replaced with 0.25 ml of deionized water to prepare the blank. (+)-
catechin was used for standard curve calibration and the calibrated
equation was y = 3.3216x (R?=0.9821). Milligrams of (+)-catechin
equivalent per 100 g dried weight (mg CE / 100 g DW) was used to
express the results. Each extract sample was analyzed in triplicate [2].

2.4 Antioxidant Activity Assay

2.4.1 DPPH free radical scavenging activity assay

0.1 ml of Pegaga extract was mixed with 3.9 ml of ethanolic DPPH
(60uM). The mixture was allowed to settle for 30 minutes at ambient
temperature. The absorbance was measured against blank at 517 nm
by using UV light spectrophotometer (Dynamica, Model RB-10
spectrophotometer, Malaysia). Blank used was ethanol.
Simultaneously, negative control (0.1 ml ethanol + 3.9 ml ethanolic
DPPH) absorbance was also measured three times. Average was taken
used as a constant for calculation in Equation 1. The results were
expressed as scavenging (%).Each extract sample was analyzed in
triplicate [2].

Scavenging (%) = _Al x 100% 1)

Ao = Absorbance of sample A1 = Absorbance of negative control

3. Research Outcomes and Discussion

The effects of different method of extractions on the recovery of
antioxidant compounds and antioxidant activity is shown in Fig 1.
Ultrasonic assisted extraction shows domination on TPC, TFC and
DPPH with values of 1350 mg GAE/100 g DW, 599 mg CE/100 g DW
and 79 % scavenging activity thus selected as the best method.
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Fig. 1 Effect of methods of extraction on (a) TPC, (b) TFC, (c) DPPH
assays. **Note: Standard deviations are represented by error bars.

Ultrasonic dominations can be explained by its application of high-
frequency sound waves to enhance interaction between solvent and
vegetal material. High speed ultrasonic vibration results in enormous
quantity of bubbles in the liquid. These bubbles will collapse
progressively thus producing mechanical, physical and chemical
effects that will rupture the vegetal material cell membranes. This will
promote the release of extractable compounds and improve mass
transfers by intensifying solvent penetrations into cellular materials [3,
4]. High recovery amount of phenolic and flavonoid compounds in Fig.
1 (a) and (b) can be used as a reasonable justification on high DPPH %
of ultrasonic method shown in Fig.1(c). High antioxidant activity is
related to phenolic and flavonoid compounds availability as they act
as hydrogen donating free radical scavengers [2]. The author’s results
can be benchmarked to the findings by [4], which state that ultrasonic
extraction is a simpler and effective method to recover bioactive
compounds in herbs.

Each method was carried out based on the best parameters settings
(e.g. solvent concentration, temperature, etc.) found from literature
review. This was done to ensure the extraction processes behave in the
best manner. This will also ensure that the best yields of antioxidant
compounds and activity from each extraction methods will be obtained.
This explains the rationale behind the methodology selections.

4. Conclusion

Ultrasonic assisted extraction is the best method as it shows
significance recovery of antioxidant compounds and show the highest
antioxidant activity for Pegaga herb with values of 1350 mg GAE/100
g DW, 599 mg CE/100 g DW and 79 % scavenging activity on TPC,
TFC and DPPH. In a nutshell, this project has a possibility to create an
important impact to society due to the fact that human relies on
antioxidant remedy for cancer prevention and treatment. Knowledge
on the best method of extraction is important in order to maximize
bioactive component yields extracted from Pegaga. This is to ensure
world’s blooming demand on antioxidant remedies is satisfied. This
will also help Malaysian herbal marketing industry growth globally.
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Abstract— One of the ways to enhance lubricant’s
thermophysical properties is to add nanoparticles (Graphene
oxide nanoparticles (NPs)) as an additive that becomes a
nanolubricant. Previous studies of nanolubricants using palm oil
have been known to improve the wear and friction of a lubricant,
but it is not stable. This is because nanoparticles are not soluble
in oils. An alternative solution would be to add solvents, namely
ionic liquids (ILs). ILs are organic salts with low melting points
that reduce wear and friction. They have a huge range of liquid
temperature, high thermal stability and low vapour pressure.
However, they are expensive as they require complicated
preparation procedure. Recently, Deep Eutectic Solvents (DESs)
have been recognized as an alternative of ILs. Since they are
environmentally-benign solvents and represent common
properties as that of ILs but are cheaper. DESs are said to be
able to stabilize nanolubricants through strong hydrogen bond
interactions. Multiple tests are done on different
DES/nanoparticle concentrations to deduce their stability and
thermophysical properties. To synthesize DES, various organic
salts and Hydrogen Bond Donors (HBDs) are mixed with
different molar ratios. Nanolubricants are synthesized with
different concentrations of Graphene oxide NPs and the stability
tests were made for all samples. This research is able to
determine stable DES-based nanolubricants.

Keywords— Deep eutectic solvent, nanographene oxide, ionic
liquid, nanolubricant.

1. Introduction

The objectives of this study are to synthesize different DESs and to
prepare stable nanolubricants without surfactants at various graphene
oxide NP concentrations.

Lubricants play a major role in many fields of technology-
related processes to lessen frictional resistance, save the surfaces of
contact from wear, lower heat and provide cooling, decrease
emissions and boost fuel economy [1]. The stability of
nanolubricants is an important character in which many studies have
found to be a challenge [7]. Most nanolubricants use surfactants to
enhance the stability as the surface tension is lowered. However,
surfactants are not able to withstand high temperatures as the
bonding between the surfactants and nanoparticle can be destructed
[6].

Previous studies have shown that adding nanoparticles into
biolubricant base fluid improves the thermophysical properties, thus
the efficiency. Nanoparticles like graphene NPs, for instance, can be
used as an additive to lubricants, thus producing nanolubricants, as
they are safe, environmentally-benign and can be found all over [5].
It has gained high attention because of its enhanced thermophysical
properties and heat transfer performance, as well as their potential
applications in numerous fields that include thermal power
generation, refrigeration, cooling and many more [2]. However,
graphene NPs reacts negatively towards the lubricating properties of
biolubricants when the temperature increases. Nano-based
biolubricants are not stable because nanoparticles are not able to
disperse into the lubricants [4].

Over the recent years, ILs have been discovered for their
unusual properties as the replacement of biolubricants. ILs are
organic salts that have low melting points and the characteristics of a

huge range of liquid temperature, high thermal stability and low
vapour pressure, non-flammable with insignificant volatility, able to
be miscible with water and organic solvents and unique
electrochemical properties. They have a considerable potential for
use as “green” solvents for industrial processes [3].

However, synthesis of ionic liquids involves many high-
priced chemicals and long preparation and purification procedure
which increase their costs. Due to expensive ILs, DESs can be
utilized as cheaper alternatives. Currently, DESs are being the
subject of research as well as industry because of their potential as
environmentally-benign solvents and their benefits such as non-
toxicity, non-reactivity with water, and being biodegradable. In fact,
DESs represent common solvation properties with ILs. They are
formed by mixing two or more components and have low melting
points compared to their compounds. In other words, DESs are
created from mixtures of organic halide salts with an organic
compound which is an HBD that is able to form a hydrogen bond
with the halide ion [3].

2. Methodology

2.1 Chemicals and materials

Methyltriphenylphosphonium bromide (MTPB) and glycerol were
purchased from Merck Chemicals (Malaysia) with high purity
(>99%), and graphene oxide NPs from Graphene Supermarket US
(USA) with diameter of 60 nm and centrifugal device (Scan Speed
1730R).

2.2 Synthesis of DESs

This study involves four DES samples. To synthesize DES, a salt
(MTPB) and a Hydrogen Bond Donor HBD particle (glycerol) were
selected and mixed at four different molar ratios, as shown in Table
2.1. The mixed chemicals were stirred using a magnetic hot plate
stirrer (WiseStir SMHS-3 by Daihan Scientific Co., Ltd.) for
approximately 2 to 3 hours until a colourless liquid can be observed
with temperature of 90°C. Table 2.1 shows the compositions of
glycerol and MTPB and the abbreviations.

Table 2.1. Compositions of synthesized DESs and their abbreviations

Salt HBD Molar ratio DES
(salt:HBD)
1:2.5 1
1:3 2
MTPB Glycerol 14 3
1:5 4

2.3 Synthesis of Nanolubricants

Graphene oxide NPs with different concentrations (0.01, 0.015 and
0.02 wt%) and all the DESs were weighed using a weighing balance
(BEL Engineering) were added to each of the sample to produce
nanolubricants [4]. Then, each sample was sonicated using a probe
sonicator (Bandelin Electronic UW 3200), for two times for about 4
minutes each. This method which is called two-step method is the
most economic method for the production of nanolubricants, hence
the most popular method among many others [7]. Table 2.2 shows
the compositions of the lubricants.
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Table 2.2: Compositions of nanolubricants and their abbreviations

DES Molar ratio, Concentration Abbreviation
MTPB : (%owt)
Glycerol
1 1:25 0.01 NL 1
0.015 NL 2
0.02 NL 3
2 1:3 0.01 NL 4
0.015 NL5
0.02 NL 6
3 1:4 0.01 NL 7
0.015 NL 8
0.02 NL 9
4 1:5 0.01 NL 10
0.015 NL 11
0.02 NL 12
2.4 Stability Analysis

There are two methods used- sedimentation and centrifugal methods.

a) Sedimentation method

The stability of each sample was observed visually from the amount
of sediments at the bottom through a direct light. The sample that had
the least sediment would be the most stabilised compound [2].
Observations with photographs were made every two weeks for
about six weeks until present time to determine the highest stability
samples [7].

b) Centrifugal method

This method is to confirm the stability test at a short amount of time
[6]. The centrifugal device (Scan Speed 1730R) was used and all the
samples of a total of 12 were put into the device for 10 minutes. Four
sets of nanolubricants were made to be set to four different rotational
speeds- they are 1000 rpm, 5000 rpm, 10000 rpm and 15000 rpm.
The before and after photographs were taken to compare [6].

3. Results and discussion

The following photographs in Figure 3.1, Figure 3.2 and Figure 3.3,
were taken every two weeks for six weeks to observe the progress of
the stability test.

Figure 3-1: From left, NL 1, 2, 3,4, 5,6, 7, 8,9, 10, 11 and 12 on the second
week.

Figure 3-2: From left, NL 1, 2,3,4,5,6,7,8,9, 10, 11 and 12 on the fourth
week.

Figure 3-3: From left, NL 1, 2, 3,4,5,6,7,8,9, 10, 11 and 12 on the sixth
week.

It can clearly be observed that all the nanolubricants are stable
through the colours and very few graphene oxide NPs can be seen at
the bottom of the vial bottle. The nanolubricants on the second,
fourth and sixth week did not have any differences physically, as
seen from the photographs above. However, to confirm the stability
of all the nanolubricants, a centrifugal method was used, as explained
in the previous section of methodology. A before and after
photographs for four sets of nanolubricants for four different

rotational speeds- 1000 rpm, 5000 rpm, 10000 rpm and 15000 rpm
are shown below.

a) c)

Figure 3-4: Centrifugal method samples after centrifugal method of 1000 rpm,
5000 rpm, 10000 rpm and 15000 rpm for a) NL 1, b) NL 2, ¢) NL 3, d) NL 4,
e)NL5,f) NL 6, g) NL7,h) NL8,i) NL9,j)NL 10,k) NL 11 and 1) NL 12

Referring to Figure 3.4, no sediments can be seen after
going through the centrifugal test. This confirms that all the
nanolubricants synthesized are stable [7]. In this study, the main
emphasis is that no surfactant was used as a stabiliser. According to
Derjaguin, Verway, Landau and Overbeek (DVLO), the
nanolubricants are stable because they have an adequate high
repulsion as compared to the attractive force. Thus, the
nanolubricants are considered to be stable [7]. This is also due to the
hydrogen bond interactions between the DESs and graphene oxide
NPs, owing to the presence of hydroxyl groups in glycerol and the
unique structure of graphene oxide NPs. It is known that graphene
oxide NPs have many functionalized groups such as carbonate,
hydrogen, carboxyl, phenol, carbonyl and ether that contribute to the
susceptibility of the strong hydrogen bonds [4].

4. Conclusions

Graphene oxide NPs can be easily dispersed in glycerol-based DESs
even without a surfactant for six weeks until present time. This is
mainly because of the presence of strong hydrogen bonds between
the DESs and graphene oxide NPs. The further experimental research
on thermophysical and tribological properties of nanolubricants
containing graphene oxide NPs at various temperatures will be
conducted in the future work.
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Abstract—Rising interest to find an alternative source for fossil
fuels as the energy is the main reason to grow algae in large
amount which algae is recognizes as one of the biodiesel is made
from. Algae is primitive organism with a simple cellular
structure and have a large surface to volume body ratio, and it
grows rapidly fast, usually double their biomass within 24 hours
while during exponential growth, the biomass doubling time can
be as short as 3.5 hours [1]. This aim of this paper is to design a
plastic bag for algae growth so that the cost of the algae
production will be reduced. The plastic bag was designed by
considering the amount of light intensity uptake by the algae at
the middle of the plastic bag is enough for its growth. The design
also based on the maximum load that the plastic can take in
order to sustain the weight of the water and algae inside of it. The
designated plastic bag was simulated by using finite element
analysis (FEA) to test its toughness.

Keywords—Algae, Biodiesel, Finite Element Analysis

1.0 Introduction

Fossil fuels such as petroleum, natural gas, coal are non-
renewable, which being consumed over 80% are the main sources of
energy and been consumed for so many years. The depletion of the
sources urge the needs to find a new resources [2]. Biodiesel and
bioethanol are among the possibilities renewable fuel that gained
great interest. However, the cost of growing the algae might be
expensive and there is also cheaper techniques which risk in
contamination problem.

Among the techniques that are available, algae cultivation in the
plastic bag is the most economical and reliable method to grow algae.
A high density polyethylene is considered to manufacture the plastic
bag because of its toughness and durability. The plastic bag needs to
exposed to sunlight and able to withstand the weight of water and
algae.

This research will be focused on the design of the plastic bag.
Before growing the algae inside the plastic bag, the shape of the
plastic bag is a critical challenge for the algae to grow. Algae needs
sunlight and nutrients to grow. It is stated that, to design effective
plastic products to meet with the profitability and quality
requirements, the understanding and applying the characteristics of
plastics such as load, operating temperature and pressure are required
before the design procedure [3]. A safety of factors of 1.5 to 2 is
needed in order to get a plastic product with suitable strength and
deformation under a fixed load that must not exceed the constraints
require.

Moreover, after the designing phase, to get the plastic tested, FEA
is very useful in order to analyse the product before the real plastic
bagbeing produced. Besides the real test on the prototypes and final
products, this FEA helps to improve the design, reduce time
consuming with the model design and identify the problems of the
designed product quickly and efficiently [3]. FEA is the cost
effective way to reduce time and course needed to build numerous
real life

The most important is, computer modelling and simulation by the
software reduce a large amount of cost need to build numerous real
life model to test the various conjunctures.

2.0 Methodology
2.1 Selection of Material

The type of materials for plastic were compared based on its
durability, toughness and price. From the comparison, polyethylene
were chosen as the most suitable material for the algae cultivation
plastic bag. There are three classes of polyethylene: low density
polyethylene (LDPE), linear low density polyethylene (LLDE) and
high density polyethylene (HDPE). Since this plastic bag need to be
left under the sunlight for a period of time and need to withstand the
specific weight and pressure acting on the plastic bag wall, HDPE
fitted the criteria.

2.2. Plastic Bag Design

Algae need sunlight and nutrient to grow, Gestel stated that amount
of light intensity will affect the maximum rate of photosynthesis for
the algae to grow. The maximum photosynthesis occurs when the
light intensity is 38% [4]. In this paper, a cylindrical shape plastic
bag is considered. The maximum distance or the radius of the plastic
bag so that the algae will get enough light intensity at the centre of
the bag was calculated using the equation (1):

In (’—") =0.014 (d) ¢))
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Where:

I, = light intensity in the surrounding, %

I = light intensity at the middle of plastic bag,%

d = maximum distance of half of the plastic bag,cm

Using equation (1), intensity of the sunlight and the maximum
photosynthesis rate related to light intensity, the radius of the
cylinder was calculated as 600 mm. The length of the plastic bag was
calculated based on the yield strength of the HDPE is 14.5 MPa with
the safety of factors of 2. The thickness of the plastic is 0.5 mm and
the plastic characteristic is transparent. The thickness will not have a
major effect to the light intensity that penetrated the plastic bag. The
simplified formula to find the length of the plastic bag which was
originally from Hooke’s Law is shown in equation (2):

_ oXx2t
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Where,
L = length of the plastic bag, mm
o =Yield strength,l2
mm
t = thickness of the plastic bag, mm
r = radius of the plastic bag, mm

g= gravity,%

Using equation (2), equation (1) and information of plastic bag, the
length of the plastic bag is calculated as 2270 mm. there is several
unpredictable in the plastic bag, an uncertainty of 10% is applied to
this model which is estimated as 2000 mm.

2.3 Model Generation

In order to simplify the model generation, the length of the plastic
bag was divided into 10 equally section. Each section, different
pressures were acting on the wall by referring to the reference point.
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The reference point was the point where the plastic bag was being
hanged. Besides that, with the known radius and length of the plastic
bag, the force can be calculated applied on the plastic bag based on
the mass of algae and water inside was 22 189.7 N.

The plastic bag was simulated using SolidWorks FEA. The curvature
based mesh with minimum size of 18.811 mm was used in the
simulation. The mesh quality was set to be high so that error will be
reduced and the simulation result will yield more accurate.

3. Results and Discussion
3.1 Simulation Results

Refer to Figure 1, the maximum stress of the plastic bag does not
exceed the yield strength. The minimum and maximum stresses from
the simulation ware 1.10902 X 107> Pa and 5.71MPa, respectively.
Therefore, the plastic bag will not be break once it’s been filled with
the load, i.e., water and algae to be grow inside.

won Mises (MNm"2)
5,711,556.0

5,235,593.0

. 4,759,630.0
. 42836670
. 3,807,704.0
L 333,7H0
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| 2,379,815.0
L 1,903,852.0
| 1,427,889.0
951,826.0

47586310

0o

— Vield strength: 29,000,000.0

Figure 1. Simulation result for stress

The minimum andmaximum displacement of the plastic bag were 0
mm and17.5708mm, respectively. The maximum displacement
occurred at the bottom of the plastic where the force from the weight
of the water and algae inside was applied.

URES (mm)
1.757e+001
l 1 .611e+001
_ 1.464e+001

. 1.318e+001

_ 147 1e+001

_ 1.025e+001

. 5.785e+000

. 7.E21e+000

. 5.557e+000

. 4.393e+000
2.0928e+000
1 4642+000

1.000e-030

Figure 2. Simulation result for displacement of the plastic bag

4. Conclusion

Light intensity is the most important thing in making sure that the
algae inside the plastic bag especially in the middle will get enough
energy source to carry out photosynthesis process. Therefore, it is
important to get the maximum percentage of light that will penetrate
plastic bag which is enough to supply energy to the algae.

On the other hand, force and pressure that acting on the wall also are
very element because higher force and pressure that acting on the
wall of the plastic bag will result in higher stress. When this happen,
the plastic will not be able to sustain the weight of the water and
algae and therefore will definitely break.

Further study of algae growth plastic bag should be carried out with
the material that is even better than high density polyethylene,
especially the material that is biodegradable. Non-biodegradable
plastic is one of the sources that cause pollution in the worldwide
since the characteristics of it are indestructibility and durable. So, a
biodegradable plastic bag is really important not only for algae
growth industry, but in fact for all the applications that use plastic
bags in daily live.
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Abstract— Natural coagulant is a natural based coagulant that
can be used in coagulation process of wastewater treatment for
reducing turbidity. The objectives of this study were to assess the
possibility of using natural coagulants as an alternative to the
current commercial synthetic coagulant such as aluminium
sulphate and to optimize the parameters related in the working
condition of coagulation process. Based on the experimental
results, it was concluded that this natural coagulant efficiency
which can removed up to 99.1% of turbidity in synthetic
wastewater is comparable to the synthetic coagulant.
Keywords— natural coagulant, coagulation, wastewater treatment

1. Introduction

In wastewater treatment, coagulation has been practiced since earliest
times and the main objective is to remove colloidal impurities hence
also removing turbidity from the water. Coagulant is a chemical used
that is added to the water to withdraw the forces that stabilizes the
colloidal particles and causing the particles to suspend in the water.
Once the coagulant is introduced in the water, the individual colloids
must aggregate and grow bigger so that the impurities can be settled
down at the bottom of the beaker and separated from the water
suspension. Aluminium and iron coagulants are commonly used in
most industries. However, when aluminium is used as a coagulant in
waste water treatment, it can caused several bad effect on human
health such as intestinal constipation, loss of memory, convulsions,
abdominal colic’s, loss of energy and learning difficulties.

Hence nowadays, there has been great attention in the improvement
and implementation of natural coagulants in wastewater treatment.
These natural coagulants can be formed or extracted from animal,
microorganisms and also plant. Natural coagulant chosen for this
project is Hibiscus Sabdariffa or also known as Roselle. Roselle
seeds were found to be rich in proteins (27.745%) which are soluble
in water and carry an overall positive charge when in solution [1].
These positive charge proteins would bind to the negatively charged
particles in the solution that cause turbidity. This project was carried
out to investigate the efficiency of this natural coagulant to be used in
the coagulation process of wastewater treatment.

2. Methodology

2.1 Materials and Chemicals

Good quality dry seeds of Roselle were carefully selected and
collected from Port Dickson, Negeri Sembilan, Malaysia. Industrial
wastewater sample is collected from a glove manufacturing company
in Selangor, Malaysia. Kaolin with particle size of 0.1-4 um from
Sigma-Aldrich is used to simulate the wastewater turbidity. Chemical
used are hydrochloric acid from Astral Lab, sodium hydroxide from
Merck and aluminium sulphate also from Merck.

2.2 Preparation of Synthetic Wastewater Samples

Synthetic industrial wastewater was prepared by adding chemical to
simulate industrial wastewater properties and to be treated in this
project. The synthetic water turbidity value was adjusted to be at the
same level with the turbidity value of the collected industrial
wastewater which is 80 NTU. 10g of dry kaolin was dispersed into 1
litre of distilled water and mixed for 1 hour at 200 rpm. Prepared
synthetic wastewater suspensions were allowed to settle for 24 hours
before the experiment.

2.3 Preparation of Roselle Seed

The seedpods were allowed to dry naturally on the tree to make sure
there were fully matured before harvesting the seeds for coagulant
production. The seeds were then shelled, crushed, ground and sieved
to a fine powder with size of < 250um. The powder is mixed with
water to yield a net positive charge from the water soluble proteins of
the seeds. The water coagulant suspension was vigorously shaken for
at least 5 min after adding water to fully expand the molecules and
then filtered by using 2.5um filter papers before it can be used. The
suspension was stored in a refrigerator to avoid deterioration, hence
if the suspension is refrigerated; it can be kept up to one week
without deterioration [2].

2.4 Experimental Run

There are a few variables that can be affected by temperature such as
pH, viscosity, density and floc volume concentration, hence it is very
important to maintain and control the temperature for an accurate
result. The temperature of the wastewater is remained constant at
room temperature throughout the experiment. Sample solution of the
coagulants, synthetic =~ wastewater, sodium hydroxide and
hydrochloric acid were prepared at suitable concentration to ensure
that the experiment would run smoothly and the results can be
measured conveniently. In this jar testing experiment, 0.1 M of
NaOH and 0.1 M of HCI1 were used to adjust the pH level to desired
pH value of the wastewater.

2.5 Coagulation Activity

The optimum condition of coagulation process is where the least
dosage of coagulant is needed and the pH value of the condition that
can yield the wanted flocs and contributing to clean water. The pH
range tested in this experiment is from 2 to 11 and the concentration
of coagulant added is between 20mg/l to 200 mg/l. In this jar test
experiment, natural coagulant with a concentration of 200mg/l was
first added into 200ml of wastewater. The mixtures were rapidly
stirred at 120 rpm after the addition of the dose for about 3 minute.
The mixtures were then stirred slowly at a speed of 50 rpm to allow it
to flocculate for a period of 20 minutes. After sedimentation process
for 1 hour, 100 ml of the supernatant liquid was carefully collected
without disturbing settled flocs to measure residual turbidity (RT)
value. The same coagulation test without the addition of natural
coagulant was carried out as a control and the residual turbidity (RT¢)
value was determined. The coagulant activity and total suspended
solid values after coagulation process were calculated.

Coagulation activity was measured as:

(RT¢ - RT)

Coagulation activity = -
c

x 100 (%)

2.6 Analytical method

The turbidity values of the wastewater sample were measured by
using a turbidity meter (CyberScan TN 100 IR) from Eutech
Instrument in Nephelometric Turbidity Units (+0.01 NTU). The pH
values of the wastewater samples were measured by using
Professional Benchtop pH meter BP3001 from Trans Instrument with
an accuracy of +0.02. The overhead stirrer used in jar test experiment
is R50D Precision Overhead Stirrer from CAT Scientific with an
adjustable speed from 50 to 1600 rpm.
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3. Research Outcomes and Discussion

3.1 Effect of pH on coagulation activity of Roselle seed

The study of influence of pH on coagulation activity is important as
the solubility of matters and particles are depends on the pH level of
the wastewater. Wastewater is mainly consists of negative charge
particles and the pH value of where these particles are stable is
known as isoelectric point. The optimum pH value for coagulation
process of both synthetic and industrial wastewater with initial
turbidity of 80 NTU were determined. The initial pH was varied from
pH 2 to pH 1lwith a maximum dosage of 200 mg/l of natural
coagulant. Fig. 1 shows the results obtained from jar test experiment
for both synthetic and industrial wastewater.

Coagulation Activity of Roselle Seed
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80.00%
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Fig. 1 Effect of pH on coagulation activity of Roselle seeds extract.

As can be seen from Fig. 1, the highest coagulation activity of
Roselle seed for synthetic wastewater is at pH 4 with 93.13%
turbidity removal. On the other hand, the highest coagulation activity
for industrial wastewater is at pH 10 with 87.18% turbidity removal.
Coagulation activity of Roselle seed in synthetic wastewater is high
at pH range of 6 and below which is in acidic range while
coagulation activity in industrial wastewater is high at pH range of 9
and above. The percentage of turbidity removal decreased in the
synthetic wastewater for pH 9 and above. This may be caused by
excessive addition of sodium hydroxide used as a pH modifier. The
reducing in coagulation activity at pH 8 and above suggested that
some protein may be denatured at high concentration of sodium
hydroxide hence reduced efficiency of coagulation process [3].

3.2 Effect of natural coagulant dosage on coagulation activity

Based on Fig. 1, the optimum pH for coagulation process of synthetic
and industrial wastewater are 4 and 10 respectively. In this project,
optimum dosage of roselle seeds extract for both synthetic and
industrial wastewater was determined in their respective optimum pH
level and these results are presented in Fig. 2.
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Fig. 2 Effect of coagulant dosage on coagulation activity of Roselle seeds
extract.

According to Fig. 2, the optimum dosage of roselle seed extract in
the removal turbidity of 80 NTU is 40 mg/l for synthetic wastewater
and 60 mg/l for industrial wastewater. The turbidity value was
reduced from 80 NTU to 5.5 NTU for synthetic and to 10.3 NTU for
industrial wastewater. Coagulation activity of roselle seeds was
decreased by increasing dosage of its extract. This declination may
be caused by charge reversal and destabilization of colloidal particles
due to overdosing of protein.

3.3 Coagulation activity of Roselle seed extract

Based on this result, industrial wastewater required higher amount of
roselle extract in order to achieve high turbidity removal. This
showed that the coagulant activity of roselle seed was reduced when
there are unwanted particles existed in the wastewater. This may be
caused by the various contaminants existed in the wastewater that
inhibit the natural coagulants to perform at their best. Basically the
coagulant dosage required to reduce the turbidity level is depend on
the characteristic of the wastewater and the aim of the treatment
process. Wastewater consists of high amount of negative charge
particles required high amount of natural coagulant for complete
stabilization.

The highest turbidity removal efficiency for aluminium sulphate was
within  82.9-99.0% over wide range of turbidity. The best
performance of alum was observed at pH 7 over the selected range of
turbidity but its performance decreased to some extent at pH values
of'4, 5 and 8. [4]. The highest removal efficiency of roselle seeds was
within 81.2 to 93.13% for synthetic wastewater at pH 4 and within
76.8 to 87.18% at pH 10. This showed that the natural coagulant
extracted from roselle seeds gave comparable performance with
existing synthetic coagulant in coagulation water treatment process.

4. Conclusions

The quality of the wastewater treated by using natural coagulant is
comparable to the quality of the wastewater treated by commercial
coagulant and hence can be used to replace aluminium sulphate as
commercial coagulant. The highest removal efficiency of roselle
seeds was within 81.2 to 93.13% for synthetic wastewater at pH 4.
However, the highest removal efficiency for industrial wastewater
was within 76.8 to 87.18% at pH 10. For future work, the optimum
method of extraction of each of the natural coagulants can be found.
There are various types of protein extraction such as solvent
extraction which are using water, oil, sodium hydroxide and alcohol
like ethanol to extract the protein out of the seed. The best extraction
method would be the one that can extract the most coagulant
chemicals out of the kernel. Hence, the best method for extraction of
this coagulant can be determined together with the optimum
condition such as coagulant dosage, temperature, pH and turbidity of
the water.
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Abstract— Adsorption process is commonly known to treat water
at low cost especially when the adsorbent used are biomass such
as agricultural waste. In this study, rice husk was selected as the
adsorbent due to the abundant availability in Malaysia and
previous study shown the successful removal of different types of
heavy metal and dye by adsorption process. Rice husk was
prepared at different conditions to select the best for heavy metal
removal in lake water in preliminary study. The study continued
at column and result obtained was used to identify isotherm and
kinetic model that fits the adsorption data.

Keywords— Adsorption; Rice Husk; Natural Adsorbent; Copper

1. Introduction

Wastewater treatment is one of the essential processes in industrial
area especially when the waste produced from the process is toxic or
containing heavy metal that will harm the surrounding if
overexposed. Since the clean water source for human is obtained
mostly from river, the proper wastewater treatment is needed before
being released to the nearby river. However different processes need
different kind of water treatment. Therefore a few water treatment
processes are developed depending on the type of waste to be treated.
The most common process that has been widely used recently is
adsorption process. Adsorption method is preferable when compared
to other separation such as membrane separation and
coagulation/flocculation processes due to the recently use of biomass
product as the natural adsorbent to replace the conventional
adsorbent such as commercial activated carbon and silica gel [1].
This low cost and unconventional adsorbent can be made from
agricultural wastes such as fruit peel [2], sugarcane and peanut shell
[3]. Most of the natural adsorbent has been researched to successfully
remove the heavy metal and dye from wastewater.

One of the attractions in Taylor’s University Lakeside Campus,
Malaysia is the lake itself which located at the centre of the campus.
The lake is a stagnant body where the main source of the water
comes from rain water and the surface runoff from surrounding
discharged the pollutants into the lake. The lake water is not polluted
with large amount of heavy metal yet but the water still need to be
treated to meet the clean water quality standard.

Thus a project is proposed to design an adsorption unit to be used in
treating Taylor’s University lake water. The main objective of this
study is to design an adsorption unit to treat contaminants in lake
water by using natural based type adsorbent. A natural adsorbent is
chosen based on literature review and the abundant availability in
Malaysia in which rice husk is selected to be used in this study. Since
adsorption is the main process in this study, a concentration to be
study is needed to conduct the research. Based on previous Taylor’s
University Lake Water 2010 Full Report, amount of copper content
in lake water was higher than the Standard A and B for water quality
in Malaysia. Thus copper is the heavy metal that will be treating in
this study. A series of batch experiment is conducted to test different
parameters such as contact time, adsorbent dosage and pH. The
selected adsorbent and parameter are further tested in adsorption
column and the equilibrium data is prepared to evaluate the adsorbent
performance.

2. Methodology
2.1 Adsorbent Preparation

Rice husk (Type: Short Malinja Paddy R-16) was obtained from local
rice mill located in Muar, Johor. The rice husk was sun-dried for 3
days to remove any water content. Preliminary experiment was
conducted for water parameters with three different condition of rice
husk were used. Rice husk (Type 1) was crushed first with blender
and sieved at 500 um sieve (Model: RX-812-1) which is equivalent
to 35 mesh size. The sample was stored in airtight container for
future experimentation. (Type II) The crushed sample was pretreated
with analytical grade H;PO, for 24 hours to remove any impurities
and colour pigments. Sample was filtered with Whatman No.1 Filter
Paper oven dried at 110°C for 24 hours to remove remaining acid.
(Type I11) The raw rice husk was washed with distilled water several
times to remove impurities and colour pigments. Oven dried at 110°C
for 24 hours before being stored in dessicator for future use.

2.2 Batch Adsorption Experiment

2.2.1 Preparation of Copper Stock Solution

10 mg of analytical grade copper sulphate pentahydrate
(CuS0,.5H,0) was dissolved in 500 ml of distilled water. Distilled
water was added until the solution reached to 1 litre.

2.2.2 Effect of Contact Time, Adsorbent Dose and pH

pH of stock solution was adjusted with BP pH meter (Model: 3001
Trans Instrument) to 6.5 using either NaOH or HCI similar to the pH
of lake water. 1 g of prepared adsorbent was added to six conical
flasks. 200 ml of copper stock solution was transferred to the flasks
and agitated at 150 rpm speed with WiseStir Magnetic Stirrer (Model:
SMHS-3, DAIHAN Scientific Co., Ltd, Korea) at room temperature
25°C for different periods. The contact time was set to 10, 20, 30, 40,
60 and 90 minutes. The solution was immediately filtered with
Whatmann No. 1 Filter Paper to determine the final copper
concentration with PinAAcle 900 AAS Spectrometer (Model: 900F,
PerkinElmer Inc., USA). The impurity removed was calculated based
on (1) and a graph was plotted for amount of impurities removed
against contact time. Optimum contact time was obtained from the
graph.

(G- (1)
qe = T

Different dose of adsorbent were added to six conical flasks (0.5 g,
0.79,1.09,1.59,2.0gand 2.5 g) contained 200 ml of stock solution.
pH of stock solution was fixed at 6.5 and stirred at optimum contact
time obtained from previous experiment.

pH of copper stock solution was adjusted to five different pH (pH 3,
5, 7, 8, 9) by calibrated with BP pH meter (Model: 3001 Trans
Instrument) and 200 ml of stock solution was added to five conical
flasks. All solution were stirred with WiseStir Magnetic Stirrer
(Model: SMHS-3, DAIHAN Scientific Co., Ltd, Korea) at optimum
contact time and adsorbent dosage obtained from previous study.
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2.3 Column Experiments

Adsorption column was designed using acrylic column with internal
diameter of 46 mm and height 460 mm (Height to Diameter Ratio =
10). The column was in down flow mode and peristaltic pump was
used for pumping in the lake water. Three different flow rate and bed
height were used (3, 5 and 7 ml/min) and (50, 100 and 150 mm)
respectively. The effluent sample was collected at time interval of 10
minutes and breakthrough curve was plotted for each of the variables.

2.3.1 Adsorption Studies

The equilibrium data obtained from column experiment were used to
determine the loading behavior of copper removal using rice husk by
testing with Freundlich and Langmuir isotherm equations based on (2)
and (3) respectively. Linear equations for both models were
correlated and the adsorption capacity was obtained.

1
Ge = KrC,/m @
_ quLCe (3)
Qe = 7T 1w
1+K,C,

2.3.2 Kinetic Studies
In this work, Thomas model were used and the expression for the
model in adsorption column are as (4);

Ce _ 1

Co 1+ exp(krnqo m/v — krpCot)

(4)

Where k;;, and q, were obtained from linear graph plotted to

determine the breakthrough curve of % againstt . gq, is the
equilibrium Cu(ll) uptake per g of rice husk adsorbent (mg/g) [4].

3. Result and Discussion

3.1 Rice Husk Preparation

Type |

Type 1l

Type 1l

Fig.1 Different Condition of Rice Husk Used for Preliminary Experiment

3.2 Preliminary Experiment using Rice Husk Type |

Table 1. Amount of Turbidity Removed at Different Contact Time using Rice
Husk (Type 1)

Initial Adsorbent | Amount of Contact Average Final
Turbidity Dosage Lake Time Turbidity
(NTU) (9) Water (ml) (minute) (NTU)
10 3.40
20 3.25
3.46 1 200 30 2.68
40 2.58
60 3.04
90 3.12

Table 2. Amount of Turbidity Removed at Optimum Contact Time and
Different Adsorbent Dosage

Initial Contact | Amountof | Adsorbent | Average Final
Turbidity Time Lake Water | Dosage (g) Turbidity
(NTU) (minute) (ml) (NTU)
0.5 5.01
0.7 4.88
3.46 40 200 1.0 2.54
15 2.76
2.0 3.05
2.5 6.34

Type 1 rice husk had shown that the optimum contact time where the
least value turbidity can be obtained at 40 minutes. However when
the experiment continued for different adsorbent dosage, the average
final turbidity showed inconsistent value and more turbid after the
treatment. This caused by untreated rice husk as the sieved rice husk
contained lots of colour pigments and impurities that needed to be
removed before being used. Type | rice husk was not used for further
column experiment.

For the column study, previous study had shown that removal of
Cu(ll) equilibrium sorption data using Rice Husk based Activated
Carbon fitted Freundlich isotherm and Thomas model [4].

4. Conclusion

This study is still ongoing and based on the result obtained in the
preliminary study, the sieved rice husk must be treated first before
being used as rice husk contained a lot of impurities and release
colour pigment once being crushed to smaller forms. However
untreated rice husk gave better result for different contact time which
showed the high possibility to be used in adsorption process by
modifying the rice husk to obtain optimum efficiency. Application of
rice husk gives beneficial in economy area by reducing cost in
adsorption process and also in the biomass waste treatment.
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Abstract—This study aims to evaluate the effectiveness of student
learning experience by introducing a personalized learning
approach. Multiple Intelligence Theory (MIT) is used as the
basic of this approach. A total of 35 Chemical Engineering
students were surveyed to identify their learning preferences.
The relationship between the survey result and teaching
technique was analysed before a method was proposed to
personalize the learning of a specific topic of this subject to the
students as an initial experiment.
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1. Introduction

Process Control is important in the industry to ensure the product
quality, safety and process efficiency and consumption. Every
process requires specific design to accommodate its
parameters[1][2][3][4]. It is important to have the ability to identify
the nature of the process in order to design the control system.

Every individual was brought up in a different environment,
teaching methods and thus having a wide diversity of learning
profiles[5]. By acknowledging the diversity of learning styles,
approaches in learning and intellectual development, we can
conclude that no two minds are alike[6]. Thus, a wide range of
innovative teaching methods was introduced over the years in order
to improve the quality of education and one of them is Personalized
Learning.

In a nutshell, the science of human brain is one of the important
key areas of study. In the context of education, individual cognitive
development is often associated with teaching methods. In one of the
findings by [6], they identified the categories of diversity which are
Learning Styles, Approaches to Learning and Orientation to Studying
and Intellectual Development. These categories explain the effect of
personal growth and unique needs in the process of learning.

1.1 Objective

The main objective of this research is to study the effectiveness of
Personalized Learning in Chemical Engineering module. By
introducing Personalized Learning in Engineering Curriculum will
not only allow the students to trigger their cognitive skills in learning,
at the same time this will act as a self-discovery of their own ability
and inner talent that can be utilized in many ways.

2. Theoretical Framework
2.1. Multiple Intelligence

From the founding of neuroscience[7], there are substantial
relationship of that with learning process. The ability of
understanding a theory or fact is closely related to the type of
perception and analyzing skills that present naturally within oneself.
One could have more than one type of approach in solving problem
and it is known as multiple intelligence [1]. During the 1980s a range
of intelligence that was proposed and it was then regarded as a base
for research. Musical Intelligence, Bodily-Kinestetic Intelligence,
Logical Mathematical Intelligence, Linguistic Intelligence, Spatial

Intelligence, Interpersonal Intelligence, and Intrapersonal Intelligence
are the basic intelligence proposed during the early years and across
the centuries, more new intelligence was discovered uniquely in their
own way. These intelligence describes how one person interprets and
deliver their own view through their individualize approach[8][9]. In
a conclusion of this founding is that no two individual would have
the same intelligence profile.

2.2. Learning Styles

Understanding personal psychology type is important as the first step
in order to make improvement in the effectiveness of their work. The
Myers-Briggs Type Indicator described 4 facets of type which are
personal integration with the surrounding, “perceiving processes”,
“judgment processes” and “preferences among the mental
processes”[10]. Identification of student’s learning patterns would
help the educators to enhance their unique dominant by designing
effective teaching instrument. For an example, two individual can be
an Extrovert but they are different in Judging and Perceiving. At
some point, they might show a mixture of two distinguished pattern
of a facet, but there will dominance on of the pattern. Research [6]
finds that engineering modules are biased towards introverts,
intuitors, thinkers and judgers. Through Personalized Learning it is
aimed to bring this gap between the current teacher-centered teaching
methods close to the unique learning styles of the students.

3.0 Research Methodology

The experiment for this study is to be conducted in “Process Control
System Design” topic. It is a form of assignment and this topic
requires students to relate process integration and equipment
specification in the design.

Based on the learning preference of the students, an instrument
was proposed to assist in the student’s learning process. This
instrument is a 3D Rapid Prototype Model, resembled the main
equipment of the process in a given case study. It allows the students
to relate technical knowledge to the problem statement before
generating the solution.

3.2. Participants

This study group consists of a total of 35 Year 3 Chemical
Engineering students who enrolled in the Process Control module.
They are then divided into two groups- Controlled Group (CG) and
Uncontrolled Group (UG).

2.4 Data Inputs
2.4.1 Pre-test Survey

This pre-test survey involves students and also the industry. It aims
to collect the feedbacks of the students’ past experience towards the
teaching method of the subject, learning styles, intelligence profile,
and also determine the expectation between the industry and the
learning institution. Students were given survey forms while
interview session was carried out with industrial personnel.
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2.4.2 Post-test Survey

It is important to run a survey on the Controlled Group in allowing
them to comment on their experience with the model they have been
using as a tool in their learning process. The areas will be covered in
the survey includes the effectiveness of the tool in generating clearer
definition of their challenge given, area of improvement of the tool,
the importance of the hardware in every module and also the
individual motivation to learn.

2.5 Data Analysis

Results from the survey are analyzed to see the population of the
learning profiles in the class. This result has to be further validated
through student informal interview and also the lecturers because the
questionnaire given out to the students are from the source of
different culture and background.

Results from the post-test survey are very useful in improving the
design of instrument to further enhance the effectiveness in student’s
learning in class.

3. Result
20
15
10
5 | I
0
Lecturer Weak  Complicated Lack of
Presentation Examples Active
Involvement

Fig. 1 Student’s response towards the module

Engineering subjects requires understanding theoretically and also
imaginative applications of the knowledge into real life operations.
From Figure 1, about 15 student facing difficulty in relating
complicated examples. According to the students, they need
additional material in order to visualize the challenge and by saying
so, students’ need the class to be conducted in an interactive
environment too. Out of the 24 students responded to the other 3
reasons of why the module is difficult to understand, 10 of them
confessed that they lose interest and motivation in attending classes
because they couldn’t get the gist of every lecture they attended due
to weak presentation by lecturer and also minimum involvement of
the students in the class. Thus, for technical topics which need visual
and concrete material for understanding, a downsized model would
be an effective tool to be used.

8%

m Curent method

® Personalized
learning

Fine either way

Fig. 2 Student’s response towards different teaching methods

The response of students towards different learning methods is
illustrated in Figure 2. 54% of them realized the benefits of

Personalized Learning after being briefed about what exactly it is all
about, while 8% prefers the current method and some of them
thought that neither of them will affect their current learning method.
The survey extended to discover learning preference of the students
in the group. Students who choose to stay with the current method
found to be Linguistic dominant as the class material are of more
words, while the others are having different Intelligence dominant
and learning styles. These responses seem to that personalized
learning aimed at each individual’s learning style is effective for
learning technical subjects in engineering.

4. Conclusion

From the study, the results show that personalized learning is suitable
for engineering students who are learning technical subjects. They
are seen to be more motivated and benefitted form this experiment to
personalize their learning. However, this initial experiment model
needs to improved and as for the future work, personalized learning
are to be designed for other engineering modules.
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Abstract— Biomass is an important renewable source
contributing to the world’s economy, sustainability and energy
security. Direct carbon fuel cells with solid oxide electrolyte (DC-
SOFC) has attracted growing attention recently as an efficient
generator of electricity. In this research,Palm oil Mesocarp Fiber
is used as the raw material to produce biochar. Pyrolysis
condition of heating rate and residence time is held constant at
10°C/min and 2 hours respectively. Three set of temperature is
used which are 400, 600 and 800 °C. The biochar’s is fed into a
Solid Oxide Fuel Cell to generate electricity. Biochar produce at
400, 600 and 800 C have surface area of 353.0, 548.6 and 706.0
respectively. Biochar produce from Mesocarp fiber have high
surface area and porosity which would make it a suitable fuel
source in a DCFC.

Keywords— Direct carbon fuel cells, Biomass, Biochar, Pyrolysis

1. Introduction

Global energy demand throughout the world is increasing at a very
rapid rate. Much of the energy consumption comes from non-
renewable source that contribute heavily to air pollutions and global
warming. At least 168 million tons of biomass such as timber, palm
oil waste, rice husks, coconut trunk fiberand sugar cane waste is
produced annually[1]. This research aim to test lignocellulose
biomass as a suitable fuel source in a direct carbon fuel cell
(DCFC’s). DCFC are a relatively new technology that opens new
opportunities to convert carbonaceous fuels to electricity.The biggest
attraction in DCFC is that it can run oncarbon products produced
from biomass waste called biochar. Biochar are intermediate solid
residue of thermal conversion of organic substance formed through
the process of pyrolysis of Lignocellulos biomass.

1.10bjective

The objective of this research is to:

e  Optimize the production of biochar from palm oil Mesocarp
Fibre using slow pyrolysis process;

e  Characterize the biochar for its carbon properties such as surface
area, porosity, structure, carbon content and impurities;

®  Measure the performance of the biochar in DCFC;

e  Access and optimize biochar carbon properties in generating
electricity in a DCFC

A wide variety of biomass material have been used to produce
biochar however no work have been done on producing biochar from
Mesocarp Fibre. Significant majority of research on biochar are in
the areas of soil amendments for fertilization of crops and as an
activated carbon for CO, capture. They have been no work done on

using biochar from palm oil waste as a fuel source in a DCFC system.

1.1 Scope

Mesocarp Fibre is used as the raw material to produce biochar.
Pyrolysis condition of heating rate and residence time is held
constant at 10°C/min and 2 hours respectively. Three set of
temperature is used which are 400, 600 and 800 °C. The biochar’s is
fed into a Solid Oxide Fuel Cellto generate electricity.

2. Theoretical Framework

2.1Direct Carbon Fuel Cells (DCFC)

Direct carbon fuel cells (DCFC) convert carbonaceous fuels directly
into electricity. Fine carbon particles are directly oxidized in an
electrochemical cells at high temperature ranging from 600°C to
900°C. This process is a half-cell notation where the overall reaction
is [2];

Cathode:
Anode:

0, (air) + 4e — 20% (D
C+20% - CO, +4e )

In this research, Solid Oxide fuel cell is choses as it is the most
developed fuel cell with benefits of fuel flexibility and simplicity to
operate [2]. Figure 1 depicts the mechanism of a solid oxide fuel cell
using carbon as a fuel source.

Electron —p Load —

Flow

—

L]
[ ]
]
Carbon e

Dioxide ——

Anode g ectrolyte  Cathode

Figure 1: Mechanism of Solid Oxide Fuel Cells [2]

2.1.1 DCFC Fuel Source

A large number of carbon rich fuels such as coal and activated
carbon can be fed into a DCFC.A study on the interaction between
carbon and anode in a SOFC using four grades of coal found that the
higher the pore size and surface area of the coal the higher the power
output of the fuel cell [3].The carbon fuel must be of highly porous
material with high surface area to be able to adsorb oxygen which
acts as an electrolyte in a SOFC system [3].

2.2 Lignocellulose Biomass

Biomass composition can vary depending on biomass type and origin.
The term "lignocellulose biomass" is used when referring to woody
biomass. The main components of the lignocellulose materials are
cellulose, hemicellulose and lignin [4]. Lignin is reported to be the
most thermally resistance component in biomass and start to
decompose at temperatures above 400 °C [4]. This decomposition of
lignin produces some bio-oil but the majority of the lignin remains as
a solid and contributes heavily to the mass of the biochar product.

2.3Biochar Preparation

Pyrolysis is the thermal decomposition process of biomass which
takes place in the absent of oxygen at atmospheric pressure. Biochar
are black solid. The biochar is intermediate solid residue, which is
formed in the pyrolysis of most biomass. At low temperature and low
heating rate process, high bio-char production can be gained from the
process [5].A study on the characterization of biochar products from
pyrolysis of Miscanthus at a constant temperature of 600°C and
varying residencetime of 10, 30 and 60 minutes found that the longer
the residence time the more developed the surface area of biochar
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[6].A recent studied on the influence of pyrolysis conditions on pore
development of oil-palm-shell activated carbons found that as
heating rate increase, the initial BET surface, micro and macro pores
area also increased [7].However progressive increase in heating rates
above 10°C/min gradually reduce the surface areas and pores volume

[71.
3. Research Methodology

3.1Sample Preparation

Palm Oil Mesocarp Fibre was dried at 103°C. The dried palm oil
waste is then milled using a cutting mill with a 1 mm blade and then
sieve with a Retch sieve shakerranging between 1.00 to 2.00 mm.

3.2Pyrolysis Experiment
l l

Ve
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e
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.

Figure 3: Schematic diagram of the pyrolysis system

S o

The pyrolysis of Mesocarp Fiber samples is carried out using a
reactor equipped with an electric furnace heater as shown in Figure 2.
1 g of each sample is placed into the reactor tube on a wire mesh
sample holder.Three set of temperatures would be perform at 400,
600 and 800°C. The heating rate of 10°C min" is chosen as it
coincide with slow pyrolysis method in producing high yield of
biochar. Pyrolysis residence time is measured from the time when
samples in the reactor reached the desired temperature and isothermal
heating is held. The experiment will be conducted for residence time
of 2 hours. The reactor is purge with nitrogen gas at a rate of 100
I/min to ensure no oxygen is present in the reactor tube.

3.3 Mesocarp and Biochar Analysis

Table 1 shows the types of analysis that would be performed on the
Mesocarp fibre and biochar.

Table 1: Table of Analysis on biochar and Mesocarp Fiber

Analysis Description

Proximate Determine properties of moisture content, volatile
matter, fixed carbon and ash content.

Ultimate Determine the carbon, hy@rogen, nitrogen, sulphur
and oxygen content by weight
Brunauer-Emmet-Teller (BET) analyser is used to

BET determine the physical properties of biochar
relating to specific surface area and porosity.
X-Ray Diffraction (XRD) analysis is used to

XRD determine the atom and molecular crystalline
structure of the biochar

3.4Solid Oxide Fuel Cell Test

The biochar is fed into a furnace and heated to a desired temperaute
of 550 °C. The heated biochar is then fed into a SOFC device under a
variable resistance load, which adjusts the outputs of cell voltage and
power. This power output is then measured and the power density
(AE-I) and current density (AP-I) is then calculated and plotted to
obtain the AE-I and AP-I curve.

4. Results
4.1Thermogravimetric Analysis (TGA) on Mesocarp Fiber

335.6°C
Cellulose peak 0.7

Hemicellulose peak

Weight (%)
@
g
Deriv weight (%/°C)

Moisture
53.4°C

Lignin Decomposition

0 100 200 300 400 500 600
Temperature (°C)

Figure 1: TGA analysis on dry Mesocarp Fiber

The TGA analysis shows the thermal behavior of biomass samples
by recording peaks of volatile matter release at different temperature.
Four peaks around 53.4, 274.3 and 334.6°C is due to volatiles release
from decomposition of moisture, hemicellulose and cellulose while
the lignin decomposes at a much higher temperature around 411.5 °C.

4.2Surface Area and Pore Size

Table 2 shows the results of CO, analysis perform for biochar
samples at 400, 600 and 800 °C.

Table 2: Results of surface area and pore size at 400, 600 and 800 °C

Surface Area Total pore area

Temp (°C) (m2/g) (cm2/g)
400 353 219.38
600 548.6 379.4
800 706 482.126

From table 2, it is clear that the higher the temperature the higher the
surface area and total pore area of the biochar. At 400 C, the total
surface are is 353 m2/g while at 800 C the surface are is double at
706 m2/g. This indicates a linear relationship between temperature
and surface area.

5.0 Conclusion

From the research, it was found that the lignin in Mesocarp fiber
starts decomposing at 411 °C. Biochar produce from Mesocarp fiber
have high surface area and porosity which would make it a suitable
fuel source in a DCFC. The carbonization step at high temperature is
detrimental to the development of a porous structure in the biochar.
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Abstract— Concern on environment is increasing when
wastewater contains heavy metals because it can affect health of
human and needs to be treated well. In this study,
Nannochloropsis Oculata was used to remove cadmium ions from
aqueous solution. The parameters that affect the biosorption
process such initial concentration of metal ions, pH of solution
and solid/liquid ratio was studied in batch experiment. The
equilibrium data for the biosorption of cadmium ions onto
Nannochloropsis Oculata was fitted to the Langmuir and
Freundlich isotherm. From experimental results,
Nannochloropsis Oculata could be chosen as one of an alternative
biosorbent to remove cadmium ions from aqueous solution due
to its high efficiency of biosorption and availability in Malaysia.
Keywords— Nannochloropsis Oculata, cadmium, biosorption,

1. Introduction

The existence of heavy metals in wastewater has become major
environmental concern as they are poisonous to all living organism
including human beings. The most hazardous metals ions
contaminated in effluent discharge may include cadmium, chromium,
copper, zinc, lead, arsenic, and nickel from variety sources such as
electroplating, metalliferous mining and electronic industries [1].
Heavy metals are non-biodegradable substances and may accumulate
in living organism once they consume the polluted water. Amongst
the harmful heavy metals, cadmium is considered as priority
pollutant because its toxicity in relatively low dosages. Based on
Malaysia Environmental Law, ENVIRONMENTAL QUALITY
ACTS 1974, the Malaysia Environmental Quality (Sewage and
Industrial Effluent) Regulations, the permissible limit for cadmium
ions relesase to environment is 0.01mg/l for Standard A while for
Standard B is 0.02 mg/I.

There are many methods used to remove metal ions from wastewater
include adsorption, coagulation, flocculation, ion exchange,
precipitation, electrodialysis, and ultrafiltration. These methods are
reported to be high cost and have several disadvantage aspects such
as incomplete metal removal, high cost of reagent, expensive
equipment and high energy requirement [1]. Biosorption has become
one of alternative method which use biological materials such as
agricultural wastes as biosorbents. It is a biological process which
uses cell wall of biological materials which segregate the metal ions
from aqueous solution [1]. The microalgae cell have high binding
capacity due to the cell wall has several functional groups such as
amino (NH,), hydroxyl (OH) and carboxyl (COOH) which give
negative charge to the cell surface. Since cadmium ions are in
cationic form (Cd®"), they are adsorbed onto the cell surface because
of the different charge ions [2]. This technique claims some
advantages such as the reusability of biometerials, low operating cost,
no production of other pollutants, and improved selectivity of
specific metal ions.

The main objective of this study is to remove cadmium ions from
aqueous solution using immobilized microalgae, Nannochloropsis
Oculata by biosorption process. The effects of initial concentration
of cadmium, pH of solution and solid/liquid ratio on the adsorption
on cadmium ions are studied. The result obtained is evaluated to
investigate the potential of Nannochloropsis Oculata as a best
biosorbent in removal of cadmium ions.

2. Methodology

2.1 Material and Chemicals

The Nannochloropsis Oculata strain and F/2 medium was purchased
from Algaetech International Sdn. Bhd. (Kuala Lumpur, Malaysia) in
liquid form. The chemicals used in this study which are cadmium
nitrate tetrahydrate Cd (NOs),.4H,0, calcium chloride CaCl,, sodium
alginate C¢H;OgNa and sodium chloride NaCl were of analytical
grade and purchased from R&M Marketing, Essex UK.

2.2 Cultivation of microalgae, Nannochloropsis Oculata

The medium and conical flasks were sterilized in autoclave machine
(Model: SL PMD 2827, Daehan Scientific Co. Ltd.) for 20 minutes at
121°C. 20% of microalgae were used in 100 ml of F/2 medium. The
microalgae were placed under light with light intensity of 1800 lux
using lux meter (Model: LX-101 Guangzaou Landtek Instrument Co.
Ltd) at 25°C. After 14 weeks, the microalgae were harvested by
centrifugation at 4000 rpm for 15 minutes to separate from the
medium by centrifuge (Model: Universal-32R, Hettich, Germany).

2.3 Immobilization of microalgae in alginate beads

The harvested microalgae were suspended with 2% of sodium
alginate solution in 1:1 volume ratio in order to get a mixture of
algae-alginate suspension. The mixture is then poured into a 50 ml of
burette and titrated into a 2% calcium chloride solution. The drops of
Na-alginate solution formed into beads around 2 to 3 mm in diameter
upon contact with the calcium chloride solution. The beads were left
in the calcium chloride solution for 30 minutes at 25 + 2°C to keep
hardening. They were well rinsed with sterile saline solution (0.85%)
and stored in refrigerator at 4°C (Model No. SMI 2247802, CKE
Holding Sdn. Bhd. Malaysia).

2.4 Preparation of synthetic wastewater

The synthetic waste water was prepared using 125 mg/L standard
stock solution of Cd (II). This stock solution is prepared from 125
mg of cadmium nitrate tetrahydrate (Cd (NO3),.4H,0) and dissolved
in 1L of distilled water

2.5 Determination of cadmium uptake by microalgae with
different parameters

2.5.1 Effect of initial concentration

100 ml of cadmium ions stock solution in four different
concentrations, 75mg/L, 125 mg/L, 175 mg/L and 225 mg/L
respectively, were prepared and placed in different conical flasks. 1g
of alginate beads was weighed using weighing balance (Model: TX
423L, Shimadzu, Japan) and placed in each conical flask. The
experiment was carried out triplicate.

2.5.2 Effect of pH

The prepared stock solution of cadmium ions were brought to five
different pH which are pH 3, pH 5, pH 7, pH 9 and pH 11
respectively by adding hydrochloric acid (HCI) and sodium
hydroxide solution (NaOH). The initial pH of each metal solution
were adjusted to the required pH by using 0.1M of NaOH and 0.1M
of HCI solutions. The pH value was measured using pH meter
(Model: BP 3001, Trans Instrument, Singapore). 1 g of alginate
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beads were poured into each conical flask. The experiment was
carried out triplicate.

2.5.3 Effect of solid/liquid ratio

1g of alginate beads was weighed and placed in five conical flasks in
different volume of stock solution. The experiment was started by
using 50 ml of prepared synthetic wastewater solution followed by
70 ml, 200ml, 150 ml and 200 ml of stock solution. The solution was
measured using measuring cylinder. The experiment was carried out
triplicate.

2.6 Data Analysis

The beakers were then shaken at a constant speed of 100 rpm using
Digital Orbital Shaker (LM 400D Yihder Technology, Taiwan) in 45
minutes. After shaken, all samples from each varying variables were
separated by filtration through a filter paper (Whatman 125 mm) and
were analyzed to find the concentration of cadmium ions by Atomic
Absorption Spectrophotometer (Model:900F PerkinElmer, US). All
the samples were read three times and the average values were
obtained. The amount of heavy metals removed per unit mass of
biosorbent was calculated by using the following equation;

_ G -Cv @)
=W
While the percentage of biosorption of metal ion can be calculated as

equation below,

O]

(Ci - Ce)
——X1
C x 100

Biosorption (%) =
L
where C; is the initial metal concentration (mg/L), C, is the
equilibrium concentration of metal solution (mg/L), V is the volume
of solution (L), and W is the mass of biosorbent (g).

3. Research Outcomes and Discussion

The effect of initial concentration of cadmium solution was studied
within the range of 75mg/L to 225 mg/L. From Figure 1, cadmium
ions uptake increased with increasing concentration which has been
reported by G. Edris which studied of removal of cadmium and lead
by Chlorella Vulgaris [3]. This is due to the theory that when initial
metal ions concentration increase, there is bigger driving force to
overcome mass transfer between solid and aqueous phase which lead
to increase metal ions adsorption [3].
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Figure 1Effect of initial concentration on biosorption of cadmium ions

The effect of pH on biosorption of cadmium ions onto immobilized
microalgae was determined at the pH range of 3-11. From previous
study, heavy metals biosorption depends on pH value [4]. Figure 2
showed biosorption capacity increase with pH value but there is no
no significant increase above pH 5. This is because pH values affect
the active sites of biosorbent and properties of heavy metals in water.
At lower pH values the charge on the surface of microalgae is
positive and cation adsorption is not desired and hydrogen ions fight
with metals ions for their active site. Conversely, at high pH value
which is in alkaline phase, there is high repulsion of electrostatic
between cations and surface sites which result in high metal uptake.
The effect of solid/liquid ratio was investigated by varying the

microalgae dosage from 0.5 g to 2.5g with 100ml cadmium stock
solution of 125mg/L. The biosorption efficiency increases as the
microalgae dosage increases because the amount of sites available for
biosorption increases. At optimum biosorbent dosage, further
increase of microalgae does not bring to any significant changes
because of the saturation of active sites [5].
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Figure 2 Effect of pH value on metal ions uptake

In this study, two isotherm models which are Langmuir and
Freundlich were applied to describe surface properties and affinity of
the biosorbent used. The Langmuir and Freundlich model can be
expressed as follow:

_ qmaxbcf (3)
© 1+bC

log (%) = logKy +111 Ce

de
(4)

From Langmuir equation (3), @, refers the maximum amount of
cadmium ion adsorbed by the biosorbent and b is the affinity
between the adsorbate and adsorbent which indicate the initial slope
of the isotherm and C;refers to concentration of fluid. Higher values
of b indicate higher affinity and thus higher sorption efficiency. For
Freundlich equation (4), % is mass of adsorbate per mass of

adsorbent, Ky and % are Freundlich capacity factor and intensity
parameter respectively.

4. Conclusion

The removal of cadmium ions from aqueous solution were carried
out in batch experiment with different parameters such as initial
concentration of cadmium, pH of solution and solid/liquid ratio. All
these parameters which affect the biosorption process were optimized.
From the results obtained, Nannochloropsis Oculata can be
concluded to be a potential biosorbent for removal of cadmium ions.
Thus, Nannochloropsis Oculata can be used for the development of
useful biosorbent materials for heavy metal removal.
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Abstract—DPPH assay was used to determine the antioxidant
activity in edible oils. When maintained at room temperature,
the order of the effectiveness of free radical scavenging are found
to be extra virgin olive oil > rice bran oil > corn oil > palm oil >
sunflower oil > groundnut oil > virgin olive oil. Extra virgin olive
oil especially has a very high free radical scavenging activity of
27%. The antioxidant activity in edible oils decreased when the
temperature were increased to cooking temperature at 80 °C.
Quantification of a-tocopherol was performed using a reversed-
phase high performance liquid chromatography (RP-HPLC)
equipped with photodiode array detector (DAD) at 292 nm. The
result shows that rice bran oil has the highest amount of a-
tocopherol, which is 17.25 mg per 100g of oil.

Keywords— Antioxidant, a-tocopherol, edible oils, DPPH, HPLC

1. Introduction

Edible oils, mainly vegetable oils are rich sources of natural
antioxidants. Natural antioxidant is a significant active component in
reducing fat oxidation as it removes the free radicals in lipids.
Synthetic antioxidants such as butylatedhydroxytoluene (BHT) and
butylatedhydroxyanisole (BHA) are reported to have negative effects
to human health which lead to liver damage, lung damage and
carcinogenesis.This increased the interest towards the study of
natural antioxidant potential in edible oils due to their safety to
human health.

Free radicals are reactive forms of oxygen which take part in
the initiation and propagation of chain reaction in human body.They
are highly reactive and harmful to human body as they tend to
damage all biological macromolecules including protein,
carbohydrates, lipids and DNA within human body.The most
common natural antioxidant which can be found in vegetable oils is
tocopherol where they react actively with free radicals to form stable
compounds in human body. Studies also reveal that antioxidants,
especially vitamins E have high free-radical scavenging activity,
which help in reducing the risk of diseases such as cancer,
neutrological diseases and cardiovascular disease.

The objective of this project is to determine and analyse
antioxidant activity in different types of edible oils using DPPH
assay. Besides, the effect of heating to antioxidant activity in edible
oils is evaluated. High performance liquid chromatography (HPLC)
with reverse phase basis was conducted to determine the o-
tocopherol content in edible oils.

2. Methodology

2.1 Materials

Edible palm, sunflower, corn, olive, extra virgin, rice bran and
groundnut oils were purchased from local supermarket in Malaysia.

2.2 Reagents and Standards

Methanol, 1,1- Diphenyl -2-picryl-hydrazy (DPPH¥*),
hexane, tetrahydrofuran and a-tocopherol standards of HPLC grade
were purchased from Sigma-Aldrich (Malaysia). Ultrapure water was
generated by Arium 611UF system (Sartorius Stedim Biotech GmbH,
Goettingen, Germany). Standard stock solution of a- tocopherols
were prepared in methanol on the day of the experiment.

2.3 DPPH Radical Scavenging Method
2.3.1Experiment

75 uM stock solution of 1,1-— Diphenyl -2-picryl-hydrazy
(DPPH*) in methanol was prepared. 4 ml of blank solution (contains
only DPPH in methanol) was prepared and used as control. The
absorbance of the control at 515 nm was measured using a UV-
spectrophotometer. 50 pL of oil sample was added to 4 ml of DPPH
methanolic solution in a test tube and being wrapped with aluminium
foil. All experiments were performed in triplicate. The tubes, in
triplicates, were incubated in dark at 25 ° C for 30 minutes. The final
absorbance measurements were carried out at 515 nm using a UV —
Spectrophotometer. The experiment was repeated with different
types of edible oils.

To test for the heating parameter, edible oils, in triplicate
were heated to 30 °C, 40 °C, 50 °C, 60 °C, 70°C and 80 °C
respectively and allowed to cool down. Similar steps were carried out
to conduct the DPPH experiment. The experiment was then repeated
for each type of edible oils. DPPH radical scavenging activity is
calculated for each type of oil.

2.4High Performance
Analysis

Quantification of a-tocopherol content in edible oils using
reversed-phase high performance liquid chromatography (RP-HPLC)
was performed as described by Gimeno. E (2000) with slight
modification.[1]

Liquid Chromatography (HPLC)

2.4.1 Equipment

Separation by HPLC was carried out using a Shimadzu
liquid chromatography system (Kyoto, Japan) equipped with a
degasser (DGU-20A5), a delivery pump (LC-20AT), an auto sampler
(SIL-20A HT) and a column oven (CTO-10AS VP) with a 50 puL
sample loop. The detector was a SPD-M20A photodiode-array
detector (DAD). The data were stored and processed by LCsolution
software (Shimadzu, Kyoto, Japan). The column was a Brownlee C-
18 analytical column (150 x 4.4 mm I.D., 5 um particle size) (Pelkin
Elmer, USA).

2.4.2 Samples Preparation

Oil samples were stored in dark at room temperature (23 —
25 °C) before the HPLC analysis. Oil sample (about 1 g) was diluted
in hexane (1:10). 50 pL of the solution was transferred to a screw-
capped tube and  diluted  with 1 ml  of the
methanol:hexane:tetrahydrofuran mixture (80:10:10,v/v/v). After
being vortexed-mixed and centrifuged (5000 rpm) at 5 min and 10
min respectively, the sample was filtered with a 0.45 um pore filter
and an aliquot of the solution was transferred to an amber-coloured
vial. Amber coloured material was used to prevent the loss of a-
tocopherol. All the samples are prepared in triplicate. Samples were
prepared the day before experiment and were kept in dark at -20 °C.

2.4.3 Standard Stock Solutions Preparation

a- tocopherol standard solution of different concentration
(0.2, 03, 05, 1, 3 and 5 mg L") were prepared for external
calibration. The standard curve (concentration against peak area) was
calculated by linear regression analysis.The calibration curve
constructed was used for quantification of a-tocopherols. o-
tocopherol content was expressed in terms of milligrams per 100 g of
oil.
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2.4.4 Chromatographic Analysis and Quantification

The mobile phase was a mixture of methanol-water (96:4,
v/v) and eluted at a flowrate of 1 ml/min. The mobile phase was
filtered and sonicated before the experiment. The analytical column
was kept at 25 °C. DAD detector was set at 292 nm and total
separation time was 15 minutes. The injection volume was 50 pL.
Standard solutions were injected into the HPLC before the oil
samples to determine the retention time of a - tocopherol. After that,
samples of different types of edible oils were analysed. o —
tocopherols were identified by comparison of the retention times
with the standard a — tocopherol curves. Amount of o - tocopherol
can be determined by comparing the peak areas of the samples with
the standards.

3. Results and Discussion

Antioxidant Activity
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Figure 3.1 DPPH Scavenging Effect of Edible Oils at room
temperature
As seen from Figure 3.1, extra virgin olive oil has the highest
DPPH free radical scavenging activity of 27% among all the edible
oils tested at room temperature. The result shows that extra virgin
olive oil has the most antioxidant content.

Effect of Heating on Antioxidant Activity
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Figure 3.2 Effect of Heating to Antioxidant Activity in Edible Oils

It was observed that the antioxidant activity decreased gradually
with temperature in Figure 3.2. When edible oils were heated to 30
°C, surprisinglythe DPPH radical scavenging activity for each type of
oil increased. According to Tomaino in his studies, heating process
might improve the properties of the natural antioxidants in the oils or
induces the formation of new compounds which have the same
antioxidant properties. This caused the antioxidant activity remained
unchanged or even increased even though there were losses of active
ingredients.[2]

However when edible oils were heated to 80 °C, the
antioxidant activity of edible oil decreased gradually. Among all the
edible oils, virgin olive oil especially showed drastic decrease of its
antioxidant activity until it reaches a low inhibition value of 7.08% at
80 °C. Decrease in antioxidant activity shows that there might be loss
of antioxidants when the edible oils were heated to a higher
temperature. Another possibility is that the antioxidant properties in

the oils might have decreased or disappeared during the heating
process, which results in low DPPH radical scavenging ability.
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Figure 3.3 Peak Area for Standard Solution at 1 mg/L
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Figure 3.4 HPLC Chromatogram of Rice Bran Oil
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Figure 3.5 HPLC Chromatogram of Extra Virgin Olive Oil

Figure 3.3 shows the chromatogram of the standard
solution at 1 mg/L. It was observed that the peak area appeared at
around t = 2.9 min. Integration was performed fromt=2.7 minto t =
3.3 min for each concentration to obtained the peak area for o—
tocopherol at the particular concentration. The standard curves
(concentration against peak area) were calculated by linear regression
analysis. The chromatogram for rice bran oil and extra virgin olive
oil are shown in Figure 3.4 and 3.5 respectively. Data of peak areas
were collected to calculate the concentration of a—tocopherol in
edible oils.

Figure 3.6 a—tocopherol Content in Edible Oils

Oil Sample a - tocopherol Content
(mg per 100 g)

Peanut Oil 9.34
Extra virgin olive oil 8.06
Olive Oil 11.15
Sunflower Oil 15.32
Palm Oil 11.54
Corn Oil 15.73
Rice Bran Oil 17.25

4. Conclusion

When maintained at room temperature, extra virgin olive
oil has the highest tendency to scavenge free radicals, which shows
that it has the largest amount of antioxidants. The loss of antioxidants
or the antioxidant properties in edible oils happened when heated to a
high temperature of 80°C. RP-HPLC result shows that rice bran oil
has the highest a-tocopherol content.
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Abstract — In this study, an Eulerian model from the Euler
approach is implemented to model the fast pyrolysis in a lab-
scale fluidized bed reactor. In this 2-D model, laminar viscous
model and multi-stage kinetic scheme are used to predict the
products’ yield from pyrolysis of pure cellulose and red oak at
773K. The simulation results were validated with experimental
result obtained by Xue et al (2012) and were discussed.
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1. Introduction

For the past few decades, pyrolysis has been intensively studied as an
alternative thermochemical technique to gasification in order to
convert biomass to bio-oil [1]. Fast pyrolysis is a process in which
the organic materials undergo thermal degradation in the absence of
oxygen and the products resides in the reactor for a few milliseconds.
The desirable product in the fast pyrolysis of biomass particles is
condensable material, tars that form the main product — bio-oil [2].
Despite the advancement made in the pyrolysis for bio-oil production,
there are still some technical challenges in pilot scale studies due to
cost [3]. In addition, measuring the flow of reacting dense gas-solid
is both challenging and limited to latest measuring technique [4].
However, with Computational Fluid Dynamics (CFD) modelling,
pyrolysis study can be carried out in a simulated model and this
indirectly minimizes the need to conduct expensive and time-
consuming experimental testing.

2. Research Methodology
2.1 Multiphase Model

In this study, the multi-fluid fluidized bed reactor is modelled using
the Eulerian model — an Euler-Euler approach. It utilizes the
conservation of each phase that relates by the application of kinetic
theory in the case of granular flow in fluidized bed reactor [5]. The
implementation of Eulerian model permits the modelling of multiple
separated interacting phases in lower computational time [6].
Additionally, Eulerian model takes into account the inconsistent
density of the biomass due to the chemical reaction in the fluidized
bed reactor [4]. This model also allows heterogeneous reaction
between phases.

2.2 Viscous Model

A study conducted by past researcher on fluidized bed shows that
there is no obvious difference in flow prediction with or without
turbulence model [7]. In fact, the laminar model shows better
performance in predicting the flow in fluidized bed compared to
turbulence model [8]. Hence, in this present study, laminar model is
selected as the viscous model to simulate the flow inside the fluidized
bed reactor.

2.3 Chemical Kinetics Model

Fundamentally, the kinetic model of the decomposition of biomass
obeys the Arrhenius rate expression [9]. The kinetic mechanism used
in this study to model the biomass decomposition is the multi-stage

semiglobal kinetic scheme as illustrated in Fig 1 [10, 11, 12]. The
decomposition rate of a biomass is the sum of the decomposition of
cellulose, hemicellulose and lignin. All the decomposition rates are in
first-order. In this study, two different feedstock is used; the pure
cellulose and red oak. The red oak consists of 41wt% cellulose, 32wt%
hemicellulose and 27wt% lignin. The kinetic parameters of each
biomass component are based on the experimental values from
literature [10, 13, 14].

k
1 Active k Tar
Biomass (s) Vapors (g)

Non-condensible
Gas (g)

Fig 1 Kinetic scheme for the reactive biomass particles. The biomass are
activated and is converted into tar vapors. The tar vapors will undergo
cracking which produces non-condensible gas.

Biomass (s)
(cellulose, hemicellulose, lignin)

2.4 Computational Domain and Boundary Conditions
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Fig 2 The computational domain of the fluidized bed in this study.

The 2-D model is solved using pressure-based ANSYS Fluent 14.0 as
shown in Fig 2. The isothermal wall is defined with a constant
temperature of 800K whereas the remaining reactor’s wall is defined
as adiabatic wall. The inlet for the biomass is located on the left wall
with a height of 0.73cm and the bottom of the inlet is 1.335cm above
the bottom of the reactor. The biomass is fed into the reactor at
2.67x10° kg/s with an initial temperature of 300K. The reactor
operates at atmospheric pressure. Pure nitrogen gas with an initial
temperature of 773K is flowed into the reactor with a superficial
velocity of 0.36 m/s. The sand bed is defined with an initial
temperature of 773K and a volume fraction of 0.59 with a particle
diameter of 0.052cm. The computational domain and boundary
conditions stated above are consistent with the benchmark paper by
Xue et al. (2012) [4].

The model consists of three phases; the first phase comprises of the
nitrogen, tar vapour and non-condensible gas, the second phase is the
inert sand bed, and the third phase consists of the biomass
components. All simulation is run up to 100s of physical time using
parallel runs on Dell Precision T7600. The simulation takes
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approximate one week (for pure cellulose) and 4 days (for red oak) to
complete.

2.5 Mesh Dependency

In order to determine the mesh dependency of the model, three
different mesh sizes were compared. The number of elements that
were compared was 750, 1700 and 2600. Statistical analysis was
conducted on the key parameters of the different mesh sizes to ensure
no large deviation. From this study, the deviation from 1700 to 2600
is less than 107, Since, the simulation model in the benchmark paper
used 1800 number of elements; hence, in order to give a great deal of
confidence on the accuracy of the model, the number of elements
selected for this study is 2600.

3. Results

The simulation key results are compared and validated with the
experimental result conducted by Xue et al. (2012) [4] and are shown
in Table 1. The yields of the products are obtained through the
surface integral report across the reactor’s outlet.

Table 1 Comparison between the product yields (wt%) of pure cellulose and
red oak in simulation and experiment [4].

Non-condensible Outlet
PPETERED Tar Gas Temperature (K)
Pure Cellulose
Simulation 78.87 25.09 791.03
Experimental 82.1 12.4 773.15
Red Oak
Simulation 79.38 24.76 789.61
Experimental 71.7t1.4 20.5%1.3 773.15

It is important to first validate the simulation model using pure
cellulose as the kinetic scheme described in Fig 1 is based on
cellulose and are superimposed on the remaining biomass
components. The predicted results for pure cellulose are in a good
agreement with the experimental results quantitatively. The yield of
tar (78.87%) is under-predicted, whereas the yield of the non-
condensible gas (25.09%) is over-predicted. This is understandable
due to the fact that this model does not include the creation of char as
one of the pyrolysis products, although the yield of char is low
(2.2wt %) in the experiment. As the formation of char is an
exothermic reaction which gives out 25kJ of energy per kg [15];
hence, the absence of char formation results in lower energy supply
for the pyrolysis process in the reactor and eventually causes less bio-
oil to be produced. In this model, the biomass components are
assumed to be spherical and experience no volume shrinkage during
the pyrolysis [5]. This would affect the density change of the biomass
during the reaction and over-estimated the biomass loss. The over-
estimation of biomass loss would lead to high residual in the
simulation, causing formation of tar to decrease.

The red oak simulation on the other hand, shows a higher prediction
on the tar yield (79.38%) than the experimental result. This is
supported by the fact that the pyrolysis of lignin and hemicellulose is
exothermic; hence, supplying more energy for the conversion of
biomass to tar [16]. However, the absence of char formation greatly
affected the trend of the tar yield, in which the red oak has a lower tar
yield (24.76%) compared to the pure cellulose as shown in the
experimental result in Table 1. Theoretically, lignin produces more
char than tar and the absence of char formation leads to over-
estimation of tar yield by the lignin in the simulated model [16].

As for the outlet temperature, the simulation result has the tendency
to over-predict. This is due to the assumption made in the simulated
model that no energy is loss from the reactor’s adiabatic wall.

Nevertheless, the deviation of the outlet temperature from the
simulated model and the experimental results are less than 2.3%,
which is within acceptable range for a simulated model.

4. Conclusion

In conclusion, a 2-D CFD model is implemented on the fast pyrolysis
process in fluidized bed reactor using the Eulerian model and multi-
stage semi global kinetic scheme. The model is validated with
experimental results to some extent. Taking account into the absence
of char formation, the model shows good agreement with
experimental results in tar and gas yield, and reactor outlet
temperature.

The CFD model has a good prediction of the biomass pyrolysis in
fluidized bed reactor and can be used for different type of biomass in
which the composition of cellulose, hemicellulose, and lignin is
known. As a future work, the char formation could be included in the
biomass decomposition to ensure the whole model can be
implemented. Additionally, a 3-D model would be conducted to
validate the 2-D model and provide clearer information about the fast
pyrolysis behavior in a fluidized bed reactor.
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Abstract— The aim of this paper is to determine the most suitable
species of plant found based on 3 species within Taylor’s
University for phytoremediation of PAH in soil while also
determining the range of concentration of diesel the plant species
is able to survive. The experiment was conducted within the lab
premises of Taylor’s University in a controlled environment for 14
days. 3 different species of plants found within Taylor’s University
was exposed to 5, 10, and 15 g diesel/kg soil in soil while the
presence of withering and biomass of the plants was recorded. By
the end of the experiment, Species 1 was found the most suited
species for phytoremediation as it had no presence of withering,
the highest biomass of plants of 49.82¢g , 5.92g, 60.07g, 48.53g for
Fresh Shoot, Dry Shoot, Fresh Root and Dry Root Respectively
while Species 2 had withered completely with biomass of 2.03g,
2.30g, and 0.81g and 0.70g for Fresh Shoot, Fresh Root, and Dry
Root and Dry Shoot respectively, and Species 3 had partially
withered with 31.0g, 3.85¢, and 54.86g and 15.58g for Fresh Shoot,
Dry Shoot, Fresh Root, and Dry Root respectively. The
concentration range of diesel that Species 1 is able to survive is 5g
diesel/kg soil and 10g diesel/kg soil.

Keywords— phytoremediation, polycyclic aromatic
hydrocarbon, diesel.

1. Introduction

Soil pollution is the detrimental alterations of soil based upon
anthropogenic activities such as usage of pesticides and herbicides,
improper disposal of hiological solid, liquid remains, and chemicals
wastes from industries and oil spillages which are ever present in
industrialized regions. One of the most common of these soil
pollutants are the polycyclic aromatic hydrocarbons (PAH) according
to the work of Shahsavari et al. [1], which states petro genic
hydrocarbons are the most found contaminants which have been
known to cause devastating harm within these ecosystems in terms of
health and environmental aspects as extensively documented by
several recent studies [2] such as the destruction of animal and plant
habitats while also having a tendency to develop carcinogens and
mutagens as classified by the US Environmental Protection Agency
(EPA) [3].

Phytoremediation is a non-damaging biological in-situ soil
remediation technique whereby plants are used to treat the soil and
sediments that have been polluted by toxic metals, organics, and
radionuclides [3]. Based on Cunningham et al. [4], the mechanism by
which phytoremediation operates is through either eliminating,
isolating or degrading the pollutants contained in the soil via uptake of
the roots. This innovative technology is considered to be a viable
alternative to remediate the land that have been polluted due to the
anthropogenic activities as it is inexpensive compared to orthodox
remediation treatments, while also being able to cause a positive effect
towards the environment due to the reconstruction of plant cover in the
contaminated sites.

Various plant species have found to be grown within the premises
of Taylor’s University within its natural vegetation. Three species of
plants that are found within Taylor’s University are chosen for this
phytoremediation study of PAH using diesel as a source of soil

contaminant. The present study of the preliminary phytoremediation
test aims to determine the maximum concentration of diesel which the
plants will be able to survive in. This study also aims to determine the
most suitable out of the three selected plant species found in Taylor’s
University that is suitable for phytoremediation of PAH in diesel oil
of contaminated soil.

2. Method

2.1 Preparation of Contaminated Soil

Based on the procedure used by Sanusi [5], the black soil is sieved
with a 4mm-sieve to ensure homogeneity of soil components for all
portions of the soil used for the plants besides removing abrasive
fragments from the soil. 3kg of the sieved black soil is then placed into
round pots of dimensions of 30 cm (D) x 20 cm (H) for 3 sets of plants
of each of the 3 sets for the 3 different species of plant used.

The diesel fuel used for the experiment was obtained from the
nearest petrol station. Different diesel concentrations of 5, 10, and 15
diesel/kg soil for each 3 sets of plant species were prepared. The diesel
was mixed with acetone on a 1:1 basis in accordance to methods
shown by Xu et al. [6].to evenly distribute the composition of diesel
in the soil. The diesel-acetone mixture was then poured into the pots
of soil. To further facilitate the mixing process, the diesel: acetone
mixture was stirred and mixed rigorously 3 times for 1 week.

After 1 week, the each 6 plants each of the 3 species is then planted
into the pots of the differing concentrations and will be left for
observation for 14 days.

The plants was watered 3 times per week and the presence of
withering was observed weekly for the 2 weeks beginning with the
first day of the experiment and the presence of withering was observed.

2.2 Measurement of Biomass of Plants

The plants were removed once a week using a spade and the plants
were divided into two sections to measure the fresh and dry weight of
the shoots and roots in an electronic weighing balance. Then, the
shoots and roots are dried in an air convective oven for 24 hours at a
temperature of 200°C before the shoots and roots are weighed in an
electronic weighing balance.

3. Results & Discussion

During the 14 day period, it was noted that Species 1 had only slight
form of leaf discolouration, and no withered leafs for the pot with
15g/kg diesel while the other 2 pots had no form of discolouration or
withering. On the other hand, Species 2 of the plants had completely
withered in all pots on the third day. Finally, Species 3, the plants in
all 3 pots had shown the presence of withering on day 9 with a steady
increase of withering during 14 day period.

3.1 Biomass of Plants

Based on the Figure 1, at the end of the 14 day study it is noted that
for the highest fresh weight and dry weight of the roots and shoots
recorded is the highest at 10 g diesel/kg soil which are 49.82g for Fresh
Shoot, 5.92g for Dry Shoot, 60.07g for Fresh Root and 48.53g for Dry
Root. Hence it can be said that Species 1 is most suited to survive
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within 10g diesel/kg soil of contaminated soil. It is also noted that the
biomass of shoot and roots of Species 1 had increased on the final day
of the study indicating that the plants of Species 1 are able to grow in
a diesel contaminated environment the longest period of time out of
the other 2 species of plant that had shown a lower trend in biomass
data. This can be attributed due to the fact that Species 1 has a large
and extensive root system, having the highest sets of data for biomass
of Fresh Root and Dry Root out of the 3 plant species. This results is
supported by a study conducted by Muratova et al. which shows that
plant species with an extensive rhizosphere region is the region that
encourages successful phytoremediation to occur, as with extensive
rhizospheres, the plants are unable to tap in resources from beneath the
contaminated soil, as deep as 3m [58].
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Fig. 1 Fresh and Dry Weight. Of Shoots and Roots of Species 1 in different
Diesel Concentrations.
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Fig. 3 Fresh and Dry Weight. Of Shoots and Roots of Species 3 in different
Diesel Concentrations.

While for Species 2, based on Figure 2, it is noted that the weight
is generally the highest for the soil with 15g diesel/kg soil for the Fresh
Shoot, Fresh Root, and Dry Root with 2.03g, 2.30g, and 0.81g

respectively while, the highest weight for Dry Shoot is of
concentration 5¢g diesel/kg soil with 0.7g. However, it is noted that as
time of study passes by, the weight of trend of the fresh and dry
weights of roots and shoots for Species 2 reduces. This is consistent
with the observation that Species 2 had started to experience withering
by day 3, and by the 14" day of the experiment, all plants of all
concentrations of species 2 had withered. This can be attributed to the
fact that Species 2, has the smallest form of roots as studies and as
such, Species 2 has the least extensive root system.

Finally Species 3, based on Figure 3, the general trend shows that
the weight of the shoots and roots decrease as the study goes on. This
is consistent with the observation that the plants had begun the process
of withering during the study. However unlike Species 2, the plants
have not completely withered during the period of the study. It is also
noted that, the highest dry and wet weights for the root and shoots of
Species 3 at the end of the study is recorded for 10g diesel/kg soil
which are 31.0g, 3.85g, and 54.86g and 15.58g for Fresh Shoot, Dry
Shoot, Fresh Root, and Dry Root respectively. This set of results is in
accordance to a study conducted by Adam & Duncan whereby the
PAH content of diesel oil that was spilled will remain in the ground
for along time, and alter the characteristics of the soil besides deterring
growth and development of the plants around it causing low
germination percentage and hindered seed development as the diesel
in the soil would prevent oxygen and water uptake between the soil
and plants [25].

4, Conclusion

After 14 days of experimental observation, it was noted that Species
1 is the most suited to undergo further phytoremediation tests as it is
able is able to survive in and grow with minimal leaf discolouration in
concentration ranges of 5 and 10g diesel/kg soil. It also shows the
highest biomass readings of 49.82g for Fresh Shoot, 5.92g for Dry
Shoot, 60.07g for Fresh Root and 48.53g for Dry Root among the 3
plant species on the last day of the study.

Species 2 and 3 is not considered suitable for phytoremediation
tests as the plants of Species 2 had completely withered by the end of
the experiment while showing a decreasing trend in biomass value
with the lowest recorded biomass for 2.03g, 2.30g, and 0.81g and
0.70g for Fresh Shoot, Fresh Root, and Dry Root and Dry Shoot
respectively while Species 3 had partially withered with the biomass
recordings 31.0g, 3.85¢g, and 54.86g and 15.58g for Fresh Shoot, Dry
Shoot, Fresh Root, and Dry Root respectively for the 14" day of the
study.
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Abstract— Electrical Transient Analyzer Program (ETAP) is an
enterprise solution software widely used for the simulation,
design, and analysis of power system networks. ETAP is the
power engineers’ tool in designing and evaluating power system
performance under normal and abnormal condition. The
engineer had to be equipped with a good understanding of how
the software can be used. Available training on the use of ETAP
is quite expensive such that a typical student or an electrical
engineer cannot normally afford to pay. This paper presents the
details of tutorial workbook intended to help students and power
engineers learn ETAP in an easiest possible way. A tutorial
workbook on network building, power flow analysis, and fault
analysis was developed and tested among a select number of
electrical engineering students. On average, 90% of the students
find it easier using ETAP with the aid of the tutorial workbook.
Keywords— tutorial workbook, ETAP, power system analysis

1. Introduction

Power System Analysis and Design is one of the most important
modules taken by a student who want to pursue degree in electrical
engineering. Computer software’s are developed to aid users to
perform complex calculation and task accurately and efficiently.
Perform complex calculation manually can be time consuming and
inaccurate due to human error. Network modeling tool is computer
software developed to aid users of power system to simulate their
design prior to implementation. This can be also used to aid student
in learning power system [1].

Electrical Transient Analyzer Program (ETAP) is network
modeling tool where users can model, simulate and run various
analyses on power system. ETAP is a well-known tool widely used
in industries and educational institutes around the world. Whereby,
top 10 electrical design companies in the world use ETAP. In
Malaysia, utility grid owner Tenaga Nasional Berhad (TNB) uses
ETAP to design and simulate their electrical power system prior
implementation [2]. Hence, this shows the importance for an
Electrical Engineer who plans to explore the power system field to
learn ETAP. Besides that, students can use the aid of ETAP to learn
power systems efficiently applying their theoretical knowledge to
work.

Currently there are is two form of learning material available in
the market for self-learning basis. One of the materials available is a
demo guide book which is a manual [3] presented with the software
on some key features on the software. Whereas the other option is, a
limited number of video tutorial [4] on key analysis and setup which
is a media guide for user to use the software.

In the case on more guidance required, proper training and
workshop can be arranged with consultancy firms of the software and
the ETAP organization itself. This type of guidance requires cost in
exchange of service. Thus, this is a very expensive option usually

approached by industries and not individual as many could not afford.

Thus, the objective of this research is to develop Computer-Aided
Training Module for Power System Analysis and Design. Whereby, a
tutorial workbook was developed to aid users in conducting power
system analysis and design using network modeling software ETAP.
The tutorial workbook produced encompasses network construction
fault analysis and load flow analysis. The impact of the tutorial
workbook was evaluated in the form of survey conducted on a group
of individuals who are learning power systems. Their evaluation on

the tutorial workbook are important are used for future development
of the workbook.

2. Methodology
Training Material on
Using ETAP User Network Building,
GUide Load Flow and
Fault Analysis

v

Conduct Self-training on
ETAP Network Building,
Load Flow and Fault

Final Product

Analysis
L Satisfied

Develop Tutorial Workbook
on ETAP Network Building,
Load Flow and Fault
Analysis

«—Not Satisfied

Conduct Survey on Students
> to Get the Impact of the
Tutorial Workbook

Figure 1: Block diagram of the research methodology

The research methodology approached in this research is shown in
Figure 1. The ETAP demo guide book [3] was reviewed and
critically analyzed in terms of features and translation of procedures
to actions. It can be said that the present guide book are well
presented in terms of coloring and proper diagrams are provided for
guidance. Some draw backs are found whereby, proper examples on
conducting various analyses and constructing networks are not
provided. .

Based on the result of analyses performed on the guide book,
training materials on network building, load flow and fault analysis
was obtained from power system lecturer lab sheets to be used as
example in the tutorial workbook. Simultaneously, training material
on network building load flow and fault analysis is analyzed and
picked to be used in the tutorial workbook as a worked example.

Based on the guide book as reference, the training material
obtained was simulated on ETAP as self-training. Whereby, the
procedure performed in conducting the simulation will be presented
in the tutorial work book in terms of diagrams and explanations.
These procedure involved and interpreted was the input for the
tutorial work book.

The tutorial workbook made was checked and ensured it
encompasses all the fore mentioned features such as network
construction, load flow and fault analysis prior to completion.

The tutorial workbook developed was tested on a group ten
Electrical and Electronic Engineering students who are currently
taking studying the power system module. The students are tested
with different tutorial question from the sample practices provided in
the tutorial workbook. Upon, completions of the test students are
provided with a survey form to retrieve their opinion on the impact of
the tutorial workbook.
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The survey result was analyzed in terms of bar charts in order to
know the impact of the tutorial workbook on network building, load
flow and fault analysis prior to using the tutorial workbook and after
using the tutorial workbook. Comments and recommendations from
students are taken for future improvisation of the tutorial workbook.

Figure 2: Survey results before students using the tutorial workbook

With reference to Figure 2, it can be seen that mostly students
have difficulties on using ETAP for the first time because they have
no proper training or guidance on using the software. Thus, this
proves that the guide book provided by ETAP insufficient and
unproductive as many student faced difficulties in performing the
highlighted tasks. It can be said that 80% of the students faced
problems on building a network on ETAP because they have issues
in setting the specifications which was provided.

3. Results

Figure 3: Survey results for network building with help of tutorial workbook

Figure 4: Survey results for load flow with help of tutorial workbook

Based on Figure 3, it is shown that students find it easier to build
their network on ETAP with the aid of the tutorial workbook. This is
because the tutorial workbook shows step by step procedure on how
to set specifications, where to input the specified values and where
the equipment’s icons are located. On average, 90% of the students
improve their skills on network building on ETAP.

Figure 4 shows 90% of the students are capable to perform load
flow analysis on ETAP with the help of the tutorial workbook. The
balance 10% of the students gave negative feedback on the tutorial
workbook. This may be due to lack of basic understanding of the
student on load flow.

Figure 5: Survey results for fault analysis with help of the tutorial workbook

Based on Figure 5, it can be noted that 90% of the students can
perform fault analysis with the help of the tutorial workbook. Aside
the help of the tutorial workbook, it is important for students to learn
the topic prior simulating their learning on software’s.

4. Conclusion

Based on the results obtained, the tutorial workbook developed is
capable in assisting the students or users to use ETAP. On average,
90% of the students find the tutorial workbook productive and
beneficial in assisting them to use ETAP. The remaining 10% of
students find that there are rooms for improvement for the tutorial
workbook. In conclusion, the tutorial workbook meets it purpose
which is to help students to build networks, run load flow and fault
analysis on ETAP.
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Abstract—Neurons in the brain communicate through electrical
impulses that give rise to both electrical and magnetic fields
which are categorized into five different band limits. These waves
can be measured outside the skull through an
Electroencephalogram. The utilisation of brainwave detection in
other areas such as biomedical engineering and gaming industry
is yet to be explored. Categorisation of different rhythms of
brainwaves and brainwave pattern analysis make it easier to
identify the mental status of a person. This research aims to
develop a hardware and software that is tested using function
generators to simulate the EEG signal from the brain. It is
observed that the initial results based on the above that the
device performs as expected and hence can be used as brain wave
signal measuring device.

Keywords— Brain wave, EEG, Signal processing

1. Introduction

The human brain can be sub divided into four structures each
with a different set of functions [1]. Each movement, perception and
thought that we execute has a distinct neural activation pattern. An
Electroencephalography (EEG) is a record of this brain activity and
characterizes the field potentials ensuing from the combined activity
of many neuron impulses. It is measured through surface electrodes
placed on the skin of the scalp. There are five different band limits
for the brain wave, namely delta, theta, alpha, beta and gamma.
These identifiers are characterized based on the frequency range
which is normally from 1Hz to 60Hz, with amplitudes of 10 to 100
microvolts [2].

Although EEG has been in use for a relatively long time, little
research has been made into the recognition of brainwave patterns
and the separation of brainwaves and categorizing them [3].
Moreover the current apparatus available for measuring EEG waves
are bulky thus restricting the flexibility of operating conditions and
the movement of the user.

This research is aimed to create a device that can acquire
brainwaves, identify and differentiate between the different
frequencies consisted in the signal with the help of a signal
processing software and is also portable thus giving a wider range of
operation. The study aspires to provide a better understanding of a
person’s mental and physical action through the development of a
real time brainwave scope. Such a device enable discerning various
human afflictions such as a person’s mental health by measuring the
stress levels and hence provide proper counseling. Real time gaming
is another advent that this technology enable by providing the
method of creating mind control games.

2. Research Methodology

Figure 1 above shows the graphical user interface developed
through LABVIEW that displays the real time brainwave signal and
the separate components.

The block diagram in Figure 2 indicates the different stages of
obtaining the signal and analyzing it to component categories based
on its characteristics. The signal is obtained from five different signal
generators each of which represent a band of the brainwave signal. It
is then passed through a signal conditioning circuit consisting of a
60Hz notch filter, used for eliminating the noise accumulation from
the 60 Hz power supply. Since brainwaves are between the
frequencies of 3Hz-60Hz the signal passes through a 60Hz low pass
filter and a 3Hz high pass filter.
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This removes other frequency bands that are acquired through the
sensor. Butterworth filters constructed using LM741 amplifier is
used for a smoother response and unity gain in order to eliminate any
noise amplification.

The conditioned signal then passes through DAQ 6009, a data
acquisition device used for simple data logging and portable
measurement. The Nyquist Shannon sampling theory states that the
sampling frequency must be twice that of the highest frequency of
the signal hence for brainwaves giving a sampling rate of 120 Hz [5].
However for a better reconstruction of the signal since it is of very
small amplitude, 15mV a much higher sampling rate of 5 kilo-
samples per second is used. Signals that are sampled from the Data
Acquisition (DAQ) are sent to a signal processing software,
LABVIEW [3]. Within this platform the signals are then added up
which represents the actual EEG signal from the brain. Band pass
filters are then implemented through the software to analyze the
signal and separate it into the components frequencies. Tests are
conducted to evaluate the software and assess whether the five
different filters in the setup perform correctly.

In test 1, two case studies are conducted since the device is
intended to be used for people with different personality, meaning



2" eureca 2014 — Characterisation and Separation of Brain Wave Signals

that the brainwaves vary from person to person. In the first case
signals are all within the frequency band of the band pass filter. This
test assumes that all the frequencies of brain waves are present in this
signal and tests the detection of all the frequencies. In case 2 the
signal from a signal generator is changed so that it does not fall in
any filter category. This signal assumes that the subject does not
produce one frequency of brain wave at that moment and all other
frequencies are being detected. Table 1 shows the frequency of signal
from each signal generator for the two cases. A second test is
designed to check whether the intensity of the brain wave is detected
by the software. For this study the amplitude of the 4Hz signal
generator is increased from the input while the amplitude of other
frequencies is maintained constant.

TABLE 1. Case studies conducted to test the design.

Case Signal Generator frequency (Hz)
1 2 3 4 5
1 4 20 50 80 100
2 4 20 50 120 100
3. Results Analysis
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Fig. 5 Results for intensity test.

Figure 3 shows the results from test 1-case 1, where all the
signals are detected as shown by their representative amplitudes.
However in figure 4 which displays the results for case 2 the
amplitude for the 80Hz signal is almost null indicating that there is
no signal and that the filters function as expected.

Figure 5 displays the results for test 2 where the detection of
intensity of a signal is detected. As expected the amplitude which
corresponds to the intensity of the wave is increased which is shown
in the greater amplitude of the signal.

7. Conclusions

The results from the initial test with signal generators indicate that
the software and hardware built for the experiment are performing as
expected. The filters that are implemented in the LABVIEW
software filters out each band of the signal from the mixed signal
which comprises the original input signal. For further studies the
signal generators are to be replaced with the electrode and tested to
visualize the actual brain waves in real time.
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Abstract— Demand charge of Taylor’s University Lakeside
Campus (TULC) electricity usage constitutes 30% of its
electricity billing. This means TULC’S maximum demand
coincides with the system demand of its power supply provider
which charge customer at higher rate under this condition. To
reduce the, demand a grid-connected photovoltaic (Grid-PV)
module was introduced as a secondary source. The application of
this secondary source to reduce maximum demand is yet to be
explored and thus hereby presented. The selection of critical load
adopted by this Grid-PV system was done through power flow
analysis using ETAP® network modeling software. PV sizing was
done for the load selected and power flow analysis was conducted
to analyze the impact of on-grid PV. It is reported in this work
that, an average reduction of 11% on maximum demand can be
obtained through the implementation of Grid-PV.

Keywords— Maximum Demand, Photovoltaic, Power Flow Analysis

1. Introduction

Taylor’s University Lakeside Campus (TULC) is a modern
campus that comprises educational and commercial facility [1]. The
campus has an average monthly electricity usage of 980MWh and
average maximum demand (MD) of 3000kW. The average monthly
bill is RM 304,208.76 whereby 30% of the total monthly bill was
from demand charges [2]. At TULC the tariff C1 which is used for
medium voltage general commercial customer is applied. The
standard maximum demand charge imposed is RM25.90 per kW
which is can also be considered as peak period rate [3].

Malaysia is a hot and humid country which has an average of 12
hours of daily sunlight and average irradiance per year of 1643
kWh/m?, making it viable for solar energy implementation[4], [5].
Solar energy is regarded as the cleanest technology for electricity
production. Typically there are two types of solar PV system which
for on-grid and off-grid application. On-grid systems are PV system
which is implemented with grid connection. Whereby, off-grid
systems stand-alone system used for small scale application[6].

The objective of this research is to reduce the costs spend on
demand charges with the introduction of solar energy to act as a
secondary source for the TULC campus which reduces the daily
energy consumption during the time of peak period. Taylor’s
University Power Flow Model (TUPFM) developed using network
modeling tool and an on-grid PV system which is tapped to critical
load selected with respect to size of area available for
implementation is designed and tested.

2. Research Methodology

Fig.1 shows the block diagram methodology applied for this
research. Analysis on maximum demand curve for TULC was
conducted to determine the average maximum demand of the system.
The electrical network diagram for the campus is modeled using
ETAP® as shown in Fig. 4 and load analysis was done to determine
the highest power demand of the system. Fig.2 shows that main
switch board (MSB) 3 and MSB 4 as the highest contributor for the
maximum demand due to high power consumption. MSB 3 is
connected to critical sub-loads that have high calculated maximum
demand size that will not be viable to size PV with the area available
at the campus. Therefore, MSB 4 is opted whereby; it is a mixture of
lighting load and critical load. The load selected to be tapped with
PV is shown in Fig.3 that is expected to operate consistently

compared to other sub-loads that used to power lighting loads which
are inconsistent.

The size of PV was based on assumption to power the load for
working hours from 9a.m to 5p.m. PV selected is polycrystalline that
is suitable for hot and humid condition of Malaysia. The inverter
opted is grid tied since it is an on-grid PV system. Load and fault
analysis was conducted on TUPFM that was modeled in ETAP®.
This is done to analyze the system response to On-Grid and Off-Grid.
The results obtained was analyzed on demand reduction and cost
savings.
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3. Calculations

The ratio (Aruses) Of selected critical load (CLg) to average load
of MSB 4 (APysgs) Was computed as follows

CLp
APMsB 4

o)

ATyspa =

Assuming the selected critical load is tapped to PV; new average
load of MSB 4 (NPysg4) Can be computed by using power consumed
by MSB 4 (Pwisg4)

NPMSB4 = PMSB4— - (ArMSBAI- X PMSB4—) (2)

Based on the new loading of MSB4, percentage difference
(%Diffyp) between existing maximum demand (Pwp) and new
maximum demand (Pmp (new)) Was computed
Pup—PmD(new) % 100% 3)

D

%Dif fyp = Pu

Percentage saving (%Savings) was computed using new
maximum demand cost (NMDgy) and existing maximum demand
cost (EMDgy) as follows

EMDgy—NMDgy

%Savings =
/C' g EMDRrMm

x 100% 4)

4, Results and Discussion

Based on Fig.4 it is noted, that there is a decrement in the power
demand as the new maximum demand is lower compared to the
existing maximum demand. Thus, this proves that the
implementation of on-grid PV to power the critical load reduces the
maximum demand. This reduction was taken on the basis that the PV
is capable of supplying the demand of the critical load at maximum
demand period. Based on Fig.5 it is shown that savings can be made
through the implementation of grid-PV on the critical load of MSB 4.
Whereby, the PV does not brings return of income but it provides
saving through reducing maximum demand charges.

5. Conclusions

There is significant impact on the maximum demand with the
installation of PV, an average reduction of 11% between new
maximum demand and existing maximum demand obtained. Based
on the reduction in maximum demand, an average of 9% savings can
also be obtained in maximum demand charges. Thus, it can be
concluded that implementation of grid-PV can reduce the maximum
demand during peak period.
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Abstract— Solar radiation data is vital for designing high
precision solar conversion tool. Therefore, temperature-based
model is being calibrated according to the weather of Malaysia to
calculate the daily solar radiation with high accuracy at any site
in Peninsular Malaysia. Statistical performance indicators are
used to ensure the accuracy and reliability of the mathematical
model.
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Malaysia.

1. Introduction

An estimation of 56% increase in the global energy consumption
by the end of year 2040 with the fossil fuel to be responsible as the
major energy supply is likely to be true as the energy demand for
global need has been increasing significantly [1]. It is to be noted that
the reliance on the fossil fuel as the main energy supply is not
sustainable as the fossil fuel resources will be depleted one day, thus
there is a need to look into alternative energy supply and solar energy
is one of the most influential energy supply among the renewable
energy resources, largely being that there is still a lot of untapped
potential in harvesting solar energy.

When it comes to harvesting solar energy, designing high
precision solar energy conversion tool requires accurate inputs of
solar radiation data [2]. However, solar radiation data measured by
high precision measuring tools is very limited in Peninsular Malaysia
and are only available at some specific sites across the country due to
the high cost of installing them such as pyranometer and
pyrheliometer to determine the solar radiation level [3]. Therefore, it
is suggested to estimate the global solar radiation using
climatological parameters such as sunshine duration, temperature,
precipitation data, relative humidity etc. which are relatively easier to
get from the local meteorological stations in Peninsular Malaysia.

Although there are a lot of research done in developing empirical
models to determine the global solar radiation across the whole world,
only a few empirical models are catered for Malaysia’s climate. Most
of the empirical models are only focusing in location like Perlis,
Kelantan and Terengganu [4-6], while others are just journals
reviewing the potential of harvesting solar energy in Malaysia [7].
Thus, the mission of this research is to find a mathematical model to
calculate estimated solar radiation with practical accuracy using
temperature and geological parameters so that it can be used at sites
throughout the whole Peninsular Malaysia where solar radiation
measurement is absent.

2. Objective
The objectives of this research are illustrated as followed:

(1) To develop a mathematical model for estimating daily global
solar radiation from extraterrestrial radiation, meteorological data
and geographical parameters.

(ii) To test the reliability of the empirical models by comparing the
measured value and the calculated value in Peninsular Malaysia.

3. Methodology and Data

The temperature model has been selected to be the category of
solar radiation model to start with because it is widely available from
local meteorological station. Although sunshine duration hour is
equally easier to get from the meteorological station, it is found that
all the local meteorological stations have stop measuring sunshine
duration since 1999. Therefore, it is not viable to come out with a
sunshine duration model without any current measurement data to
validate the model.

Daily meteorological parameters data are then collected
exclusively from 5 selected stations throughout Peninsular Malaysia,
namely Alor Setar, Ipoh, Kluang, Kuala Terengganu and Termerloh
as shown in Fig 1. The data is divided into two parts to be used for
two purpose, installation and validation. For the installation part, the
data from 2001 to 2005 is computed into the selected models to
derive the empirical coefficient. After then, the derived empirical
coefficient is used to calculate the solar radiation data.

As for the validation part, the measured solar radiation data from
the meteorological stations in 2013 will be used to compare with the
calculated solar radiation data by using a set of statistical
performance indicator.

3.1 Solar Radiation Model

In this research, two solar radiation models will be chosen to be
modified, namely Hargreaves model and Bristow and Campbell
model in which the parameter inputs are daily maximum temperature
and minimum temperature.

3.1.1 Hargreaves Model

An empirical model is proposed by Hargreaves and Samani to

calculate the solar radiation with maximum and minimum
temperature as inputs [8].

H

H_o = a(Tax — Tmin)&5 (D

H is the daily total solar radiation incidental on horizontal surface
and H, is the daily total solar radiation incidental on extraterrestrial
horizontal surface. The unit for both H and H, is MJ/m® day. It is
proposed that coefficient, a=0.16 for interior regions and a=0.19 for
coastal region [9].

3.1.2 Bristow and Campbell Model

An empirical model is later proposed by Bristow and Campbell
in which the daily global solar radiation, H is an exponential function
of temperature difference, AT [10].

- = a[1 — exp(—bAT®)] )
0

Empirical coefficient, a, b and ¢ can be derived by using
regression analysis on the measured meteorological data from year
2001 to year 2005.

The value of the total solar radiation on extraterrestrial horizontal
surface can be calculated using the equation (3) [11].
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_24 360N
Ho =2 G,.A[1+0.033 cos (3] 3)
A = (cosp cosé sinw + éw sing sind 4)

The solar constant value, G,. is 1367 W/m?. N is the day number
in which 1 January to be 1 and 31 December to be 365. ¢ is the
latitude of the site. Solar declination, § and sunset hour angle, w can
be calculated from the equation (5) and (6).

§ = 23.45sin[> (284 + N)] (5)
w = cos™(—tang tand) (6)

3.3 Statistical Method

Table 1 show the detail of the performance indicators which are
going to be used to evaluate the calculated solar radiation data from
the calibrated models against the measured solar radiation data from
meteorological station.

Table 1: Statistical performance indicators

Performance

Indicator Equation

Coefficient of
determination | R?
(R)

2?:1(Hi,m - Hi,c )2

=1- —
?:1(Hi,m _Hm)z

Root mean

L 1/2
square error RMSE = [—z (Hic—Hip )2]
(RMSE) iz

Mean 1" (H,—Hip
percentage MPE(%) = —z ——— ] x 100
nlai=1 Him

x 100

error (MPE)
Mean absolute 1" |(Hie —Him
percentage MPE(%) = — z T
error (MAPE) e Lm

The symbol i denotes the ith value of the solar radiation value
and N is the size of the solar radiation data. As for the symbol ¢ and
m, they denote as the calculated and measure solar radiation values
respectively. H,,, is the average measured solar radiation value.

It is suggested that value for RMSE, MPE and MAPE to be close
to zero to indicate the accuracy of the calibrated model. As for R,
value close to 1 is desired indicating a strong match between the
measured and calculated solar irradiance data.

7. Conclusions

In conclusion, the parameters for the solar radiation model is the
temperature-based model. The reason for choosing this parameter is
that the air temperature data is easy to be obtained from the local
meteorological station. Aside from this, it is to be noted that the
sunshine duration data is only available up till 1999, thus it is not
practical to come out sunshine duration based model as there is no
data to validate this specific parameter model.

5 years data is collected from 5 stations throughout Peninsular
Malaysia to gauge the accuracy and feasibility of the calibrated
models for calculating the daily irradiation incident on horizontal
surface. The empirical coefficient is calculated using the data from
2001 to 2005 and the developed empirical model is validated using
2013 data through the use of statistical performance indicator.
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Abstract—Current attendance system that uses face recognition
do not track the presence of the students in class before
determining if the students should be marked present. This
results to an unreliable system as once it has marked the
attendance of the students, they are able to skip the rest of the
lecture. In this paper, an automatic attendance capturing system
that is able to track the presence of students provided that they
are present for a set duration of time is proposed. This system
tracks the students based on the number of times they are
recognized in a frame obtained from the video of the class. From
the number of times they are recognized against the total frames
of the video, the system can compute whether the students are
present or not. From the results, it is found that the system is
able to track and ensures that the students are present for a set
duration of time before marking their attendance which
improved the reliability of face recognition for attendance
capturing system.

Keywords— Attendance System, Image Processing, Face Detection
and Recognition, Tracking

1. Introduction

Capturing the attendance of people is a task commonly performed
every day. For example, in the workplace, bosses need to be able to
know whether the staff have reported to work while in academia such
as schools and universities, the attendance of students are also
needed to be taken to track their status. Therefore, it is important that
the attendances taken are accurate and fast so that it does not
consume too much time. Traditionally, universities have often used
the conventional method of calling names and signing of attendance
sheet to record the attendance of the students. This old method has
proven to be very tedious especially for big classes and can easily be
compromised through the help of fellow students signing on behalf
of their friends. With that, automatic attendance systems which use
face recognition have been proposed as a solution to the problems
faced by traditional methods.

By applying image processing for attendance capturing, precious
time can be saved as the system will take the attendance of the
students automatically without the need of human operation.
Furthermore, it is impossible for another person to fake his
attendance as his face is required in order for him to be recognized
and marked present. There are many attendance capturing systems
out there that uses face recognition. The one proposed by Balcoh et
al [1] suggested the implementation of image enhancement before
performing the face detection and recognition, whereas Kawaguchi et
al [2] proposed the usage of two camera where one will detect the
position of the student and the other is used to capture the image of
the student for detection and recognition. Shehu et al [3] proposed an
autonomous system which stores successfully recognized images so
that the system can identify the students in the future even when the
student’s facial features may have changed.

All these systems have their advantages but it is found that they
share a common flaw which is that the systems proposed repeatedly
captures the picture of the students to ensure that they do not miss
out a student. Hence, once a student has been successfully recognized,
his attendance is taken and he is able to skip the rest of the lecture
without worrying about his attendance being mark absent. This
shows that current systems proposed are not that reliable as once the

attendance of that student is taken by the system, he is able to skip
the rest of the class and still be marked present.

Therefore, an automatic attendance capturing system that is able
to track the students is proposed in this paper. This system uses
existing face detection and face recognition system to accurately
detect and recognize the students. Then, it will track each student to
ensure that they remain in the class for a certain period of time before
taking their attendance. Therefore, the major contribution of this
project is the improvement of the reliability of the systems proposed
previously by introducing an algorithm that tracks the students to
ensure that they are present for a set duration of time before taking
their attendance.

2. Methodology

2.1 Experimental Procedures

Figure 1 illustrates the proposed method. During a lecture, a
webcam attached to a laptop will continuously capture a video of the
class. At fixed time intervals during the lecture, a frame of the video
of the class is obtained and passed to the laptop which will perform
histogram equalization as what was proposed by Balcoh et al [1]
before being sent for face detection. Detected faces are then passed
through a filter which isolates false detection. Faces detected are then
cropped and passed to the face recognition system. Before the
experiment is carried out, a database of faces for students in the
lecture are collected for the face recognition system. The face
detection method used was proposed by Viola-Jones et al [4] due to
its high accuracy and low false detection whereas the face
recognition method used is Eigenfaces [5] as it is able to recognize
slightly tilted face which is very important as students will be
moving their heads from time to time during the lecture and may not
maintain the same angle at all times.

When a student is recognized, he is awarded a point. If the lecture
has not ended then the results will be stored and the steps are
repeated from the start until the lecture has ended. The attendance of
that student is then determined based on the number of points
collected which is the number of times that student is recognized
against the system’s counter that adds continuously if there are faces
detected in a frame. For example, if the system captures 50 frames
from start to the end of a lecture and faces are detected in those 50
frames, the system’s counter will be 50 and if student X is
recognized 40 times out of those 50 frames, student X will have a
total point of 40. By taking the points accumulated against the
system’s counter, the calculation of the percentage of which of the
student is in the class which in this case is 40 divided by 50 which
means that student X is present for 80% throughout the class will be
calculated. Based on the threshold defined, the system will then
determine if the student is present or absent. After computing the
attendance of the student, the attendance is saved into an Excel
spreadsheet.
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( Student

system to filter out students who are not registered into the database,
which is also the same reason why student B could not be recognized

Figure 1: Project Flowchart

4. Results and Discussion

For a class test of three students who have their faces in the
database, 32 frames were taken from the video of the class. The
external webcam captures the frame of the video for the class and
sends it to the laptop where the face detection and face recognition is
done. A small class was used due to the limitation of the webcam
used that causes the resolution of faces from the third row onwards to
become too low for recognition purposes. The results are split into
face detection, face recognition and attendance.

4.1 Face Detection

Figure 2 and 3 demonstrates the detection rate of the system. As
seen in both figure 2 and figure 3, boundary boxes were placed
around the detected faces. Table 1 shows the results obtained from
the face detection system. As 32 frames were taken, student A and
student B were actually present throughout the video whereas student
C was not present during the start of the video, resulting to him
actually being present in the remaining 26 frames. Number of times
detected shows the success rate of the face for student A, B and C
being detected by the system. By taking the number of times detected
over the number of times present in the frame, the face detection rate
of the system in this case is 100%. This shows that the face detection
method proposed by Viola-Jones et al [4] is very efficient.

Figure 3: Faces Detected in Frame 20

Figure 2: Faces Detected in Frame 9

Table 1 Results of Face Detection System

Student A B C

Number of times actually present in the frames 32 32 26
Number of times detected 32 32 26
Face detection rate (%) 100 100 100

4.2 Face Recognition

Table 2 shows the results obtained from the recognition system.
Based on the recognition rate obtained, it can be said that the system
is quite accurate as the lowest recognition rate is 88%. Student A was
able to be recognized in all the 32 frames whereas student C is only
able to be recognized 23 times out of the 26 frames the student was
actually in. This could be due to the threshold set in the recognition

a 100%. Another reason could be due to the angle at which the face
Has Cl Attendanc . . o .
Camera  j4—No Ended? Vo> Yaem was detected. This could be resolved by ensuring that the training
T 1 database for the Eigenface recognition system [6] consists of images
_ Doint Added for of that student’s face tilted at certain angle.
EH;JS_‘]‘J_’Zg;a;“n Recognized Analyze Results .
@ Students Table 2 Results of Face Recognition System
v v
Student A B C
Face Detection -
System R;S}:lrlet:ht});;fe Yesp| Mark Present Number of times detected 32 32 26
¢ ) Number of times recognized/tracked 32 29 23
Face recognition rate (%) 100 90 88
— 5 Face SRyesct:i‘nition N
Mark Absent 4.3 Attendance
T ) ) Table 3 gives the results obtained from the attendance system.
Student’s Name ve Attendance The total time in class (%) refers to the percentage in which each
d ID .
- Spreadsheet student’s are present throughout the 32 frames and is computed by

taking number of times recognized/tracked divided by the system’s
counter. As there are faces detected in all 32 frames, the system’s
counter is 32. Student A has a total time in class percentage of 100%
which means that he was present throughout the 32 frames. As
student C was not present for the first few frames, his total time in
class percentage is definitely lower. Based on the results obtained, it
can be seen that the attendance system is dependent on the face
detection and face recognition system. From the results obtained for
student B, even though he was present throughout the entire 32
frames, the system was only able to recognized him 29 times
therefore his total time in class percentage is 90% when it should be
actually 100%. This can be rectified by improving the face
recognition system. As the threshold of the system was set to 70%,
which means if the students have a total time in class percentage of
70 and more, their attendance will be marked present. Since all the
students have met the requirement, they are all marked present.

Table 3 Results of Attendance System

Student A B C

Number of times recognized/tracked 32 29 23
Total time in class (%) 100 90 71
Attendace 1 1 1

5. Conclusions

The proposed system is able to track the students to ensure that
they are present for a set duration of time before taking their
attendance as seen from the results shown in the results and
discussion section. The attendance system relies on the face detection
and recognition system in order to track the students present in the
class. Therefore it is important that both the face detection and face
recognition have a high success rate. For future works, the face
recognition system is required to be improved as it may sometimes
fail to recognize the students as shown in the results obtained for
student B. In addition, by using a better camera, the size of the
classroom and number of rows can be increased.
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Abstract— Newer types of synchronous generators were being
developed for typical applications in the past decade due to the
advancements in high power density permanent magnets. An
outer rotor generator which can typically be applied for wind
power and electric vehicle applications are proposed in this
paper. The design of the structure is done through analytical
calculations and the analysis to optimize the machine parameters
are done through numerical analysis. This paper proposes the
electromagnetic analysis of a novel outer rotor permanent
magnet generator. The designed machine which has 18 slots and
20 poles generates a voltage of 150V when running at 1200 rpm.

Keywords— permanent magnet synchronous generator, torque
density, cogging torque

Introduction

In the Permanent Magnet Synchronous Machine (PMSM), the rotor
can be positioned in two ways which is in the inside (inner rotor type)
and on the outside (outer rotor type). The key factor in designing a
better machine lies in maximizing the power density of the machines.
This is usually done through the optimization of parameters like the
position and shape of the magnet with respect to the static
electromagnetic field [1]. Placing the rotor on the outer surface yields
a better torque compared to that of the inner rotor [2]. A fractional
horse power outer rotor permanent magnet generator is designed and
its electromagnetic design analysis is presented. Attempts by
researchers on the study of placing the rotor in inner and outer
surface is documented in the literature [3].The outer rotor PMSM
derives significant improvement due to the longer radius compared to
the inner rotor design. They are found in significant applications such
in mechanical cutters [4] and wind turbines [5-6]. The purpose of
this research is to design an outer rotor structure generator that can be
coupled with a wind turbine generator. The machine is designed with
18 slot and 20 poles catering to the three blade structure of the wind
turbine in place. A detailed analysis of the electromagnetic analysis
is presented in this paper.

Methodology

Fig.1 shows the flowchart of the methodology employed in the
machine. The ratings of the generated voltage based on the sizing are
computed using the Equation (1) to Equation (3). The generated
voltage (Q) of the machine is derived as

Q = Magnetic laoding (Bavg)XElectrical Loding (ac) (1)

Q =111 2K, K, (Bayg DL)(ac D) ng 1073 ?2)
v 2

Q = 111K Ky (Bayg L)(ac)ni 1073 3)

where

K_: Pitch factor K,: Distribution factor

D: Outer diameter of the machine L: Stack length
v,: Rotational speed (= nDny)

ng: Synchronous speed

Fig.2 shows the cross section view of the designed machine and
Fig.3 shows the exploded view of the design. Table 1 shows the
corresponding values of the designed machine.

Estimation for Mechanical Structure using
Electromagnetic Design [8]
v

Choice on the Design of Stator, Rotor, Magnet
Shape and Size
¥

‘ Design of the Coil Conductors ‘
v

‘ Integrating Circuit with the Designed Machine ‘

l

‘ Performance Analysis using Numerical Tool ‘

‘ Compute the Generated Voltage for Various Load ‘
Conditions

‘ Send for Fabrication ‘

Fig.1 Methodology used for the design of the machine

>~

7
; Rotor
m

Stator

Coils
Fig.3 Exploded View of Design

TABLE 1. Designed Machine Parameter

Parameter Units
Outer diameter 100 mm
Outer rotor inner diameter 93mm
Air gap length 0.5mm
Shaft diameter 10 mm
Stack length 50 mm
Turns per phase 158
Rated current 10 A
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Fig.5 Magnetic flux density at various rotor positions

The magnetic flux density for one pole pitch value is shown in Figure
5. This magnetic flux density computed through simulation confirms
with the designed value earlier for proper excitation and operations
of the proposed machine. The electrical parameters of the voltage,
current and power are computed in order to conduct an analysis on
the performance of the machine. The voltage and the power
generated are calculated using a dummy resistive load and the rotor
is rotated. The computation is done for both static and dynamic
conditions. The voltage and power generated is then computed for
various positions of the rotor when a constant current is applied. The
same procedure is done with constant frequency applications and the
rotor is rotated for various speeds.

Results and Discussion

Figure 6, shows that as the rotational degree value increases, the
magnetic flux decreases slightly during the static condition. Figure 7
shows that as the voltage generated increases from 0 V to 25 V, there
is a drastic increase in the magnetic flux. However, as the voltage
increases further, there is only a slight increase in the magnetic flux.
In a machine, when the voltage increases, this results in an increase
in the magnetic flux as the voltage is proportional to the flux when
the speed of rotation in a machine is fixed. Figure 8 shows that as the
speed of rotation increases, there is a gradual linear increase in the
voltage generated by the design because in DC machines, the speed
of rotation is directly proportional to the voltage of the machine.
Based on the graphs, it can be concluded that the voltage of the
machine produced is 150V. The maximum power produced is 250W
at 1200 rpm.

Conclusions

Through mechanical variations on the design, a better torque is
produced when the diameter of the rotor is increased. By optimising
the pole design a novel structure is proposed in this research. The
electromagnetic design analysis of such a machine presents
encouraging power density improvements. Initial investigations

reveal a generated voltage of 150V when the design runs at 1200 rpm.

This machine is ready for fabrication and is to be integrated with an
application (in this case a small size laboratory wind turbine).
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Abstract— Previously, operating the signage displays using
microcontroller already existed. Displays were wired to the
microcontroller and updated through software programme.
There is limitation with this method due to wired connections to
use software to update the displays. In this paper, another
further approach will be carried on by only using mobile phone
to update the displays through GSM module. Solar energy will
be the source of energy for this project.

Keywords— GSM, Microcontroller, Signage

1. Introduction

Signage has been used to convey messages and information to the
people. It has evolved from conventional to the digital signage.
During the old days, conventional signage has been utilized using
printed papers or handwritten. Digital signage normally used in
industries such as food and beverage industries, shopping malls,
universities and also highways to show information and messages.
Normally, all the displays are linked to a control system whereby
update process can be done. In other words, displays update can only
be done in one place only. Therefore, to ease the job for people,
updates should be able to carry out anywhere not necessary at one
place. This paper shows how GSM module can be used as interaction
with the microcontroller to improve the signage displays update.

2. Objectives and Scopes
2.1 Objectives

L To write and wupload the code for the

microcontroller chips

source

1L To build a MCU circuit board to interface with the GSM
modem and 8 x 8 dots matrix displays

1L To build the multiple 8 x 8 dots matrix displays.
V. To power up the signage displays using solar energy.
2.1 Scopes

L Using mobile phone to update the information displays
instead of using software.

1L Avoid unnecessary travelling to update the displays for the
digital signage.

1L Using solar panels to power up the project.

3. Literature Reviews

Lim Sheng has done a project on Multi-level dots matrix display.
The overall design of his project is to display the information on the
matrix display by using Visual Basic software through PIC
microcontroller [1]. In his paper, he describes that changing of
content can be done by reprogramming the codes in the
microcontroller. In other words, is to refresh the memory and
download a new source code into it. The main components in his
project are a LED matrix display and microcontroller. Information is
programmed into the PIC 18F877A microcontroller and decoded it
to enable all the port from Port A to give bits to 48 LED in the dot
matrix column. Proteus VSM Source Code Editor is used to
programme the code.

Huang Wei described on how to use web-based remote
control as user interface to change the contents in the LED
Dot Matrix Display [2]. User can send data and control this
LED panel using web browser. Web controller will generate a
web page after connection is established from the computer.
Instructions will appear in the web page on how to enter
messages. These data will transfer to the web controller via
internet protocol. These data will be transmitted using IR
transmitter to the LED matrix display. The whole process is a
one way signal transmission.

Siti, Isolehah had used mobile phone with GSM modem to
send text message to user in her project, Smart Security Atert
System via SMS [3]. AT89S52 chip interfaced with
sensor ,GSM module and the alarm circuit. Whenever there is
sign of break in, programmed AT89S52 chip will send signal
to the relay driver circuit. This driver will operate the GSM
modem in the mobile phone to send alert SMS to the user and
switch on the alarm.

According to the previous studies shown, different methods
of interfaces has been use for updating their displays contents.
Lim Sheng has used PIC microcontroller to display the
informations on dot matrix display. Through computer, visual
basic programe is used to change the information on the dot
matrix displays. Range of microcontrollers are wide. For
instants, PIC and Atmel microcontroller. Any microcontroller
can be used as interface as long as appropriate assemble
languages are used for programming. As for Huang Wei ,the
signage display is configured using websites whereby web
controller is applied in his project.

As for this project, method proposed is sending messages
using mobile phone, received by GSM and transmit the
information from GSM to the microcontroller. Lastly,
information stored in the microcontroller will be display in the
dots matrix display. The microcontroller chip that will be used
is Atmega328P chips from ATMEL company. Compared to
PIC microcontroller, Atmel chip is relatively bigger in size
compared to PIC chip. Atmel chip has serial capability
whereby PIC do not have this feature [4]. Serial Capability
allows coding to be programmed into the Atmel chip using
Serial to USB converter connect to the Arduino Software
where sketch uploads can be done. PIC chip uses pipelining
which the Atmel did not. Pipelining means every instruction
in memory has to be fetched only can be executed.
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4. Methodology

Arduine IDE

FTDI Senal to
USB board

Programming
Codes

Upload codesto MCU

4.(

Storedin
Serial Monitor

Y]

Send Text using
mobile Phone

Received

—»|

by
Ardning

Display the
Content on 8x8
Matrix display

Reset MCU

Fig. 1 A flow chart for full project design.

The hardware in this project will be the ATmega328P chips, GSM
modules, LED dot matrix display and solar panels. Software parts
will be the programming codes which will be uploaded into the
microcontroller chip using FTDI serial to USB converter through
Arduino IDE program.

4.1 Setting up Atmega328P microcontroller board, LED dot
matrix displays and GSM module.

Fig. 2 Prototype inclusive of Atmega328P MCU board,LED matrix display
amd GSM module

4.2 Programming Code Sketching.
Programming code will be written and compile in Arduino IDE
software.

4.3 Code uploading into Atmega328P chip.

FTDI serial to USB converter will be used for serial communication
purposes. Once the software and the Atmega328P successfully
recognized, coding can be upload into the microcontroller chip.

4.4 PCB Board for Atmega328P.
The Atmega328P will be using PCB board for the final end product.

4.5 Solar panels to power up the entire modules and
enclosure to protect the microcontroller circuits.

Suitable solar panels will be used and place outside on the enclosure

to generate power for the project and charge the battery. The whole

project will be place into the enclosure for protection purpose.

5. Expected Results
Table 1. LED dot matrix display output.

Input (SMS) Expected
Output on
displays

Text message will Dot matrix

be sent from mobile  will show

phone. the content
on the LED
display.

6. Conclusions

In conclusion, Atmega328P set up has to be extra careful as
the chip is very sensitive especially the operating voltage.
Crystal and capacitors are important to have in the connection
of ATmega328P for programming purposes. Microcontroller
plays the important role in this project. It is used as the
interfacing circuits between the LED dot matrix display and
GSM module. Serial programming is the major work in this
project to programme the ATmega328P.
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Abstract— This paper shows a new approach for continuous
recognition and sorting of objects into desired location. Image or
colours processing nowadays attract massive attention as it leads
to possibility of widening scope of application in different field
with the help of modern technology. A colour sorting robot is
researched, designed and created with Arduino UNO
microcontroller, TCS3200D colour sensor, servo motor and other
electronic components. The system has the ability to sort the
object according to their colours into respective colour station in
minimum time. Specific programming code for this system is
written.

Keywords— Colour recognition, colour sorting, programming, robot,
microcontroller.

1. Introduction

The ability to differentiate colours is essential for human’s life as it
gives us the awareness about the changes in surrounding through our
vision [1]. Moreover, by exploiting the ability of colour capture,
intelligent machine gains the function to differentiate, sort and
organise. The project includes sensors that detect colour of the object
then sends info to Arduino Uno which in turn adjust the servo motor
which located just below the ball slider to move it up and down [2].
Based upon the colour detected, the slider will move down with the
angle of 30, 50°and 70’ depends on the object colour. The stations are
in red, green and blue respectively. After every ball placement, the
slide will go back to its default angle position, awaiting the next
colour ball.

Throughout the years, many people has tried to use various ways to
programme and create intelligence robot in various ways to have
respective function or achieving goals. Some of the claims made
have contributed directly or indirectly to the researched done in this
paper. Ying-Hao Yu, et al. 2011, found that a new way in
construction turned out to be the upcoming technologies that can be
used to accommodate private indoor robots that move with owners
and lend them a helping hand when needed [3]. In many cases, the
interactions of a few robots are needed to carry out certain task,
whereby it is crucial to fully control robots to operate at level which
is desired [4]. This Colour Sorting Robot is developed with the
purpose of minimising the cost, optimising the productivity and
reducing human mistakes.

The objectives of this project are summarised as below:

i. To sort the object according to their respective colours.

ii. To write colour recognising code and sorting programming code.
iii. To research best way to slide down the ball to station

iv. To sort the object to the desired station accordingly.

v. To integrate colour recognising, sorting and motor with Arduino.
vi. To test and troubleshooting on the efficiency of the system.

2. Approach and Methodology
2.1 The Significant of the Project

The challenge often occurred in industry that involves colour sorting
system such as diamonds industry or food industry such as separation
of rice, coffee, other cereals that can be solved via this project are:
i. The speed of colour sorting process by an operator is very slow.
This is due to the limitation of response time for a human eye. The

eyes will always take some time to see an image and project this to
the brain to initiate visual sensation. After the brain has received the
image, it will take some time for the brain to determine the colour of
the object too. However, this limitation can be covered by using a
computer. In this project, Arduino Uno, the microcontroller is used to
increase the speed of colour sorting.

ii. The accuracy of colour sorting process by an operator is very low.
This is because an operator will need to handle hundreds or
thousands of objects each day, tiredness will usually cause some fault
when colour is being divided or sorted. It is very common for an
operator to make this error. However, a machine will not have this
problem. A machine will give accurate result even after it has
repeated a process for billions of times unless fault to the system
occurs. In this project, servo motor is used to substitute the operator
and thus increase the accuracy of colour sorting.

iii. The implementation cost for a colour sorting process using the
operator is very high. If an industry needs to sort a bulk quantity of
product, many workers are needed and with the implement shift and
overtime system, the total sum of cost will be relatively high. This
will definitely cause the company more then what they actually
needed to pay. With the implication of this system, basically large
sum of salary can be saved for better used.

The project is important as it can helps in colour sorting-related

industry as the system will basically improve overall performance of

sorting system.

i. This system will increase the speed and accuracy of colour sorting
process.

ii. This system will cut-down the cost of colour sorting process.

iii. This system will overall optimize the productivity of an industrial

2.2 Approach

Colours are light waves that are no different than the electromagnetic
waves emitted by cell phones. It is our brain cells that interpret them
as real colours. For robot, the simplest way they can use to detect
colours is by uses the filters of three main colours, which is red,
green and blue and compared the value on the light reflected on it.
The value taken will then send signal to Arduino which analyse
which colour is the object. For this to work, a programme is written
so the microcontroller will carry out the colour sensing and
recognising task correctly.

2.3 Tools

The colour sorting robot code was program using Arduino software.
Programming code is researched and written in order for the colour
sorting robot to carry out recognition and sorting mechanisms. The
connection is done by connecting wires to connect up Arduino UNO
which act as microcontroller, servo as well as colour sensor.

2.4 Methods

The method used in this project is to use the Arduino Uno act as the
brain that is used to receive signal from TCS3200D which is the
colour sensor, and at the same time, send a signal to the servo which
function to move the ball slider up and down at different angle. It
starts from research of previous journals, identification of parts and
components, to project testing and troubleshooting. Light intensity
test and colour selection test are carried out as shown in Fig.1
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Fig. 1 The flowchart of method used during project.
3. Results and Discussion

3.1 Data Collection

The method for a colour sensor to recognise it is by using the green,
blue and red filter to detect a common colour and see which colour
filter has the highest value recorded. If the ball is blue in colour, the
blue (B) filter has the highest value compared to other red and green
filter as shown in the first 4 lines of the monitoring lines in the Fig. 2
below. The last 4 lines showing that, the colour of next ball, which is
red, has the highest red (R) filter value. The RGB value can be
checked using many design or paining software such as Adobe
Photoshop.
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Fig. 2 Colour monitoring in Arduino Programme and Adobe Photoshop that
showing blue colour on the left and red colour on the right respectively.
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3.2 Light Intensity Test

The test is carried out indoor and outdoor to recorded the result and
the value shows that the RGB value taken indoor is more or less
higher than the one taken outdoor. This is due to the present of more
than single light out door which affected the results. Tests taken
indoor and outdoor are shown in Table 1 and Table 2 respectively.

Table 1. Table showing the value of RGB filter during indoor test.

It can be seen in the table 1 and 2 that value of the filter is different
when tested outdoor and indoor. The presence of other light had
causing the TCS3200 D colour sensor filters to have RGB value that
are closer to each other. For example, the most obvious results is
when tested with green ball outdoor, the green filter and blue filter
showed very close result. This might cause the system to detect it as
a flaw and not carried out as planned when the two filter share the
same reading. This cause the system fails to detect if it is blue ball or
green ball.

In order to get optimum result, there are few steps needed to be

considered throughout the experiment which is listed below.

i. In the situation where more than one light is present, it is
advisable to just focus on a single light surface.

ii. Outside light should be avoided to prevent the presence of too
many unwanted light.

iii. Testing result will be more reliable indoor or in a confined space.

iv. Test must be carried out for few times to obtain average results.

3.3 Colour Selection Test

The test is carried out to determine what colour of the ball can be
best detect by colour sensor TCS3200D. The variety colours of the
balls used are blue, red, green, yellow, purple as well as orange.

Table 3. Table showing RGB value of filters with different colour balls.

Ball Average Filter Value
Colour
Red Blue Green
Filter(R) Filter (B) Filter (G)

Red 17 6 4
Blue 3 12 7
Green 3 4 7
Yellow 15 6 14
Purple 13 6 15
Orange 14 6 12

Ball Average Filter Value

Colour  Red filter (R) Blue filter (B)  Green Filter (G)
Red 17 6 5

Blue 3 11 6

Green 3 3 6

Table 2. Table showing value of RGB filter during outdoor test

Ball Average Filter Value

Colour  Red filter (R) Blue filter (B)  Green Filter (G)
Red 18 13 9

Blue 7 12 8

Green 2 5 7

It can be seen in the Table 3 that either two or all three of red, green
and blue filter show result that is not too much differ from one
another when the colours tested is not the primary colours. The
secondary colours such as yellow, purple and orange cannot be
detected as easily as colours such as red, green and blue. For example,
the orange colour ball is not suitable to be chosen as a tested object
as it has R filter and G filter values that are too close to each other.

4. Conclusions

In order to create a smart robot that can recognised colour ball and
placed them at the correct location using robotic arm, research in
length is needed. There are existing robot using PIC microcontroller
but there are not many created using Arduino Programme. The real
contribution of this system is that it is able to shorten the time needed
to sort the colour hence making this system more efficient than the
existing one. This robot works by integrating of colour sorting and
sorter movement mechanisms and was designed with the purpose of
large amount of materials and objects can be sort out in a shorter
time with minimum mistake, and to cut-down the cost of whole
process.

References

[1] Khojastehnazhand, M., Omid, M., and Tabatabaeefar, A., “Development
of a lemon sorting system based on colour and size” Journal of Plant Science,
Vol. 4, No. 4, pp. 122-127, 2010.

[2] David Avishay, Veselin Pavlov and Ivan Avramov “Designing and testing
a calibrating procedure for combining the coordination systems of a handling
robot and a stationed video camera”, Robotics and Computer-Integrated
Manufacturing, Vol. 27, pp. 514-520,2011.

[3] Ying-Hao Yu, N.M. Kwok, Q.P. Ha “Color tracking for multiple robot
control using a  system-on-programmable-chip”,  Automation in
Construction,Vol. 20, pp.669-676, 2011.

[4] Yongtae Do, “Intelligent worm sorting using robot vision”, Procedia
Engineering, Vol 41. 41, pp. 917-922,2012.



2" eureca 2014 — Blade Shape Design and Analysis on the Optimal Direction of Impact for Vertical Axis Wind Turbine

Blade Shape Design and Analysis on the Optimal

Direction of Impact for Vertical Axis Wind Turbine
Wei Jie Lou', Aravind CV"

' Computer Intelligence Applied Group, Taylor’s University, Malaysia,

*Corresponding email: aravindcv@jieee.org

Abstract— Wind energy as a viable renewable is reliable and
economical for stand-alone systems. Vertical Axis Wind Turbine
is getting popular due to the fact Malaysia is lacking of cut-in
speed, is viable methods used to harvest wind energy for a low
power generation. The power production is highly dependent on
the blade shape with respect to the wind flow. In order to
increase its output power, the design and optimize the blade
design using Computational Fluid Dynamic modelling through
different standard blade shapes. Based on the analysis the blade
with the highest lift coefficient is chosen. It is observed that
NACA4518 have a higher lift coefficient compared to others at
an angle of attack at 15°,

Keywords— CFD, NACA, VAWT

1. Introduction

The advantage of implementing Vertical Axis Wind Turbine (VAWT)
is the ability to generate electricity at low wind speed. However, the
design and the position can be highly influential on the output of
VAWT. Therefore, the objective of this research is to design and
optimize the blade for a VAWT model based on five different NACA
profile. These profiles are chosen based on past research done [1-4].
The background of this work is due to the limitations on the choice
of the NACA profile [1-3]. Therefore, addition of different NACA
profiles into this research to determine the suitable NACA profile to
be implemented into the VAWT design. The simulations of these
NACA profiles are tested with a numerical tool to determine the drag
and lift coefficient which will be discussed in Methodology part.
Besides that, the computer aided tool is the used to design the
prototype integrated with the NACA profile chosen based on the
results from the CFD simulation. This paper would report the
simulation results at the Results session.

2. Design Methodology

Based on the lift force equation given as in Equation (1)

L= %pu3ACL 1
where L is the lift force, Cy is the lift coefficient, p is the air densit
in kg/m’, u is the wind speed in m/s and A is the area of blade in m’.
From the equation, it can be observed that the air densities, wind
speed, the size of the blade and lift coefficient are the factors
affecting the lift force of the wind turbine. Therefore, CFD tool is
used to obtain the lift coefficient of the NACA profiles selected and
modelling tool is used to design the blade. Project flowchart is shown
in Figure 1. The NACA profiles are simulated under CFD 2-D model
and it is solved using pressure-based ANSYS Fluent 14.0 using the
setting as shown in Figure 2. The NACA profile coordinate is
imported into geometry and a basic airfoil shape is constructed. Then,
a mesh surface is created around the airfoil to simulate the
surrounding of the airfoil as shown in Figure 3. The accuracy of the
results is depending on the mesh size. The more define the meshing,
the more accurate the result is. The solver is launched to define the
boundary condition for the simulation. Spalart-Allmaras model is
used as the setting of boundary condition to give accurate results as
this model is normally used to analyze the airflow. After the
boundary condition is set, the solution is needed to be initialized to
ensure the value is as inputted.

After the confirmation, it is ready to run the calculations after the
number of iterations is changed to 3000. The higher number of
iterations can provide high accuracy results. Once the setting is done,
the calculation is then started until the results are converged. The
results of five NACA profiles at angle of attack 15° are shown in
Figure 4.
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Figure 1 shows the project flowchart.

NACA Profile
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Figure 2 shows the CFD simulation flowchart
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Figure 3 Airfoil meshing
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Figure 2 shows the graph of Lift Coefficient versus Angle of Attack.

3. Results

Five different NACA profiles are simulated using numerical tool and
are compared for lift coefficient. The NACA profiles are namely
NACA0012, NACA0018, NACA4612, NACA8612 and NACA4518.
The blade lift force and lift coefficient can be obtained by simulating
the NACA profiles. Figure 5 shows the graph of angle of attack
versus the lift coefficient. Based on the simulation, it is noticed that
profile NACA4518 produces highest lift coefficient at attack of angle
of 15° compared with the other four NACA profiles. Table 1 shows
the lift coefficient of the NACA profiles selected.

18 T

—m— NACA0012

16 & NACAS612

1.4 — A NACA4612 P

- NACA0018 /if'

’ —4— NACA4518 -

1.0 -

4V
/
/

08 — 4 =
g 0.6 2
e /l/ ||/
2 04
o}
[:=1
€ 02

0.0 = 4

——a A

-02] S A

od i

0.6 /

-0, |

10 | T

"-20 -15 -10 -5 0 5 10 15 20
Angle of Attack (Degree)

Figure 2 shows the graph of Lift Coefficient versus Angle of Attack.
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Table 1 Lift Coefficient of NACA profiles at angle 15°

NACA Profile Lift Coefficient
NACA0012 0.7383058
NACA8612 1.4679458
NACA4612 1.1804521
NACA0018 0.7147175
NACA4518 1.587083

4. Conclusions

It can be observed that NACA4518 have higher lift coefficient
compared to others at an angle of attack at 15°. Therefore, it is
chosen as the blade profile for the VAWT prototype. Experimental
data would be able to collect once the VAWT prototype is developed.
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Abstract — In this paper, a method is proposed to design an
optimal PID controller a nonlinear hopper type tank system.
Because of its nonlinearity, it is very difficult to develop a single
transfer function for the entire systems. Hence, in this work, the
entire tank system is modeled in four different operating regions
such as 40%, 60%, 80% and 100%. The developed model is then
considered to design the appropriate controller using the Firefly
Algorithm (FA). The performance of the controller is assessed
using the error parameters such as ISE, IAE, ITSE and ITAE.
The firefly based controller offered better result compared to the
existing conventional controller design methods and the soft
computing algorithms such as Particle Swarm Optimization
(PSO) and Bacterial Foraging Optimization (BFO). The
controller for this project is designed using a soft computing tool
and then it will be implemented into the system.

Keywords - Hopper process, Soft computing tool, BFO Algorithm,
Hybrid Algorithm

1. Introduction

In recent years, soft computing tools are widely used in the
engineering industries for modeling, monitoring and controlling the
processes. In the literature, a number of soft computing tools are
developed and implemented by most of the researchers. Soft
computing tools are the user defined software, which can do an
assigned work based on operator’s choice. In this, in order to
successfully produce a specific function, a particular program will
have to be written. The proposed research is on developing a soft
computing based PID controller for hopper type process which is a
class of non-linear system. Hence, it is necessary to choose a best
algorithm to choose and to design the controller for the hopper tank
process.

There is a class of soft computing tools that could be used
for this application. Some of them are Proportional Integral
Derivative controller (PID) and Fuzzy Logic Controller (FLC).
Proportional Integral Derivative Controller is the more popular
controller and is widely used in control systems because of its
multivariable process and it provides better controlled responses. On
the other hand, Fuzzy Logic Controller will simply provide the best
solution for missing information by a control system through
hardware or software [4].

There are many different algorithms that could be used for
a non-linear tank. BFO algorithm is one of the algorithms that could
be used. Based on a study done on the behavior of the bacteria, it is
encouraged to use this algorithm for computational purposes [5].

The algorithm used in this research is the Firefly Algorithm
(FA). This algorithm is a metaheuristic inspired algorithm. It was
developed from the fireflies flashing patterns. This flashing light is
produced chemically from their lower abdomen [6]. In order to
optimize it, the flashing light is formulated and an optimized
algorithm is formed [7].

This paper’s aim is to compare two (2) or more algorithms
and come up with an optimized algorithm. The new algorithm will be
implemented by running simulation using MATLAB/Simulink.

2. Objectives

There are a few objectives identified in this research.
The first objective is in order to find the transfer function; a
mathematical modeling will need to be performed. The second
objective would be, selecting the most appropriate design and
algorithm using the generated transfer function and process.
The third objective would be designing the most appropriate
controller that will be used for the process. The last objective
would be to obtain the best result by performing a simulation
using the soft computing tool for the process.

3. Theoretical Framework

Figure 1 below represents a mathematical model of a
conical tank. The general equation can be written as follows:

R T
tanf = - = )
It also can be written as,

Fou= b\/}_l 2

Where, b is a constant value which is equal to 4.3.

Hence,
av
E=Fin_Fout 3)
F in
r
H
v
> Fout
Figure 1: Mathematical model of a conical tank
4. Methodology and Data

Figure 2 below is the flowchart that shows the project
development flow. Information was gathered at the initial stage for
further understanding the process for running the simulation.
Simultaneously, journals and case studies on other researchers are
reviewed and compared with to identify an appropriate controller.
Secondly, an experimental setup is completed to get the required
results for the simulation. The transfer function is then calculated
based on the results gained from the experimental setup. Using the
transfer functions, an algorithm is developed. The PID controller is
tuned based using the algorithm that was developed.
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Figure 2: Flow Chart for the overall process for the project
5. Results and Discussion

Figure 3 below shows the Firefly Algorithm (FA)
developed using the MATLAB/Simulink for the non-linear tank. The
algorithm above was developed based on the results of real-time
experimental setup for the hopper tank that was tested on. The
algorithm was developed for a PID controller only.
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Figure 3: MATLAB/Simulink Design for Firefly Algorithm (FA)

Table 1: PID Tuning Parameters

Step input Kp Ki Kd
40% 0.3187 0.4471 0.0093
60% 0.9702 0.8075 0.1381
80% 2.1062 1.8021 0.0010
100% 1.1821 2.9135 0.0237

Table 1 above shows the PID tuning parameters generated
by the Firefly Algorithm (FA). The PID tuning was done for the step
input of 40%, 60%, 80% and 100% of the valve opening.

Figure 4: MATLAB/Simulink Generated Result for Firefly Algorithm (FA)

Figure 4 above shows the generated results from the Firefly
Algorithm (FA) in MATLAB/Simulink. The results are generated for
four (4) different transfer functions. Based on the generated results
above, when valve is opened at 40%, the rise-time is lower, hence
producing the most optimum results.

6. Conclusions

After comparing the various methods used, Firefly
Algorithm (FA) seems to produced and optimized result with a low
rise time and a low overshoot. As far as the process can withstand an
overshoot of 5% and below, it is within an acceptable range.
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Abstract— This paper explains the design of a temperature
controller for a photovoltaic thermal (PVT) panel. The controller
reads and compare the temperature on the solar panel and on
the water tank and drives a water pump based on the difference
of the temperature. An algorithm is develop and simulated on
PROTEUS 8. The experimental testing is yet to be done at this
stage.
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1. Introduction

Continuous efforts to effectively utilizing solar energy has been
made for years by using solar photovoltaic (PV) cells — a
semiconductor device consists of n-p layer divided by a boundary
layer. PV cells absorbs solar radiation by allowing photons to pass
through its outer layer. These photons energize the free electrons in
the n-silicon layer. With a load connected to the PV cell, the
energized electron would travelled in the circuit and back to the cell.
This phenomenon is what known electricity generation through a PV
cell. Such behavior generate heat on the PV cell. At certain
temperature, the electrical efficiency of a solar cell will drop, hence a
solar panel system won’t be able to fully utilize the energy coming to
it [1].

Solar PV Thermal (PVT) panel, for example, make use of the heat
develop on the solar panel by transferring the heat to a water
contained in a tank. A simple system would have a water pump
running during the day or at certain hour of the day. In this project, a
microcontroller (MCU) will be installed as the main controller for a
water pump. The operation and speed of the motor pump will be
varied depending on the temperature difference between the solar
panel and the water tank.

1.1 Objective

The objective of this project is:

1. To design and implement a temperature controller on a
hybrid device — Photovoltaic Thermal (PVT) Solar Panel.

2. To extract the heat develop on the solar panel and
channeled the heat into the water in a water tank
effectively by varying the speed of the motor pump.

3. To keep the water temperature on the tank higher than the
temperature on the solar panel.

2. Methodology

This is a quantitative study. The controller will read the temperature
on the PVT panel and the temperature on a water tank. Based on the
difference in the temperature, the controller will drive a water pump
to circulate the water at different speed to get the best heat exchange
efficiency.

2.1 System Design and Modelling

This section describes the design of the system. The hybrid device
controller consists of a PIC16F876A microcontroller (MCU), two
Texas Instrument LM35 Precision Centigrade temperature sensor, a
TOSHIBA Photocoupler TLP781, and a BESTRAM TECH 24V

water pump. A JHD162A 16x2 Liquid Crystal Display (LCD) is used
to display the temperature on the PVT panel and on the tank.

The PIC16F876A microcontroller acts as the main interface
between the sensing circuit and the driving circuit. It read the input
voltage from the temperature sensors and convert the analog reading
into a 10-bit digital number. The MCU will then read the first 8-bit of
the digital number and do a calculation to get the value of the
temperature. By comparing the temperature difference, it will send a
digital signal to the photocoupler. The high output (Tw) and low
output (Tvo) is delayed based on the temperature difference in a way
to make the pump to run faster, slower or stop. This digital output
from MCU will turn on or turn off the photocoupler, which acts as a
switch to the pump.

The Texas Instrument LM35 is a precision integrated-circuit
temperature sensors that has an output voltage linearly proportional
to the Centigrade temperature [2]. It is rated for full -55°C to +150°C
and with a 0.5°C ensured accuracy. The output is a linear +10 mV/°C.
It has 3-pins whereby 1-pin is grounded, 1-pin is the output, and the
last pin is 5V input voltage.

The TOSHIBA TLP781 photocoupler consists of a photo
transistors optically coupled to a gallium arsenide infrared emitting
diode with having high isolation voltage [3]. It will receives a signal
from the MCU which will turn on or turn off the diode and
eventually turn on or off the transistor. As the transistor is turn on,
the pump will turn on as well. Due to the natural characteristic of the
photocoupler, the switching is almost instantaneously and without
bouncing.

The BESTRAM TECH 24V water pump can operate with an
input DC voltage of 6V to 24V at rated current 1050 mA. It can
withstand fluid temperature ranging from 0°C to 95°C. The pump
motor is a brushless DC motor with no spark work. The pump will
turn on when the photocoupler is in ON state and will be off when
the photocoupler is in OFF state. This water pump will circulate the
water between the solar panel and the water tank. Its speed is
determined by the temperature difference on the PVT panel and the
water tank.

Fig. 1 below shows the block and flow diagram of the controller

system.

Photovoltaic-
Thermal (PVT)
Panel

PIC1GFE764

13/dnos-010yd

24V Battery

Water pump

Water tank

Fig. 1: Block and flow diagram of the controller system.

The program is written in C language using MPLAB IDE v8.63
and is compile using HI-TECH C Compiler v9.81. The code
algorithm is shown in Fig. 2 below.
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Fig. 2 The program algorithm

2.2 Simulation

The circuit is drawn on PROTEUS 8 for circuit simulation purposes.
Fig. 3 below shows the circuit drawn in PROTEUS 8. After the
circuit is drawn, the hex file created by the HI-TECH C Compiler is
loaded into the MCU, and the simulation is run. The simulation is to
see whether the motor will run when temperature on the PVT panel
(tempA) is higher than 35°C.

The circuit is divided into sensing circuit, display circuit, and
drive circuit. Based on Fig. 3, the sensing circuit is on the left-hand
side (LHS) of the figure, which consists of two LM35 model. On the
other hand, the display circuit consists of the 16x2 LCD, while the
drive circuit is the circuit on the top right-hand side (RHS) of the
figure.

2.3 Data Collection and Testing

The PVT module will be placed outdoors under direct sunlight at
varying weather conditions. The tests will be divided into several
parts. Firstly, temperature are measured without the controller
running to see the temperature develop on the PVT in one day. Next,
the temperature is measured while the pump is running at full speed,
medium speed, and slow speed for 5 minutes respectively, to see the
change in the temperature. Between each 5-minutes test, a gap of 5
minutes is given for the PVT panel to heat up to its normal
temperature.

With the data obtained, the voltage drop versus speed of the pump
can be determined. As such, the algorithm can be further improved in
a way that the speed of the motor pump is varied depending on the
temperature difference of the PVT panel and water tank.
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Fig. 3 Circuit develop on PROTEUS

3. Conclusions

The controller controls the speed of the motor on the water pump,
in a way to enable efficient heat exchange from the solar panel, to the
water in the water tank. Theoretically, the design will work but a
hardware experiment need to be done to prove the theory.

In the near future, the hardware need to be assembled and tested.
The results obtained will be used to improve the algorithm, so that
the objectives could be achieved. Also, the results obtained later
could help in determining other changes, if needed.
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Abstract— Raised access floor system is the array of elevated
removable panels installed on top of the building concrete slab
held by adjustable supports (pedestals) to provide an underfloor
space. The floor panel and pedestal are modelled using
computer aided design software and bounded by design
variables and constraints before analysed using Finite Element
Analysis software. The final model is expected to have higher
ratio of (loading capabilities to its mass) and greater cost
effectiveness.
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1. Introduction
1.1 Background

In the recent years, raised access floors (RAF) systems are receiving
more attention and are featured in latest commercial buildings.
Generally, RAF system is the arrangement of elevated of removable
floor panels (typically cement-filled, size of 600mm x 600mm x
30mm) installed on top of the building concrete slab held by
adjustable supports (pedestals) to provide an underfloor space [1].

RAF systems are supported by the underlying structural
floor on pedestals. The pedestals are made up of a base plate, post
and an adjustable head. The load from the base plate is transferred to
the structural subfloor which is normally made from either
aluminum or steel. The pedestal usually must touch the base
(subfloor surface) fully and held by adhesive [2].

The space (height) between the RAF panels hold by
pedestals and the concrete slab is 150mm, but may range from
70mm to 1200mm according to additional requirements.

The main objectives of this research which correlate with
each other include; to increase the loading capabilities of floor panel,
reduce the cost of floor panel, improve the (stiffness / mass) plus
(performance / price) ratio for access floor panel and pedestal .

2. Methodology
2.1 Floor Panel
2.1.1 Design Variables

The design variables are the parameters that can be modified in the
design process [3]. In this research, the design variable includes the
design of flooring panels, pedestal, and materials chosen. The
researcher is free to design the floor panel, according to suitability
from the literature reviews or any raw ideas obtained.

As for the materials chosen for this study, the current
material chosen is ASTM A36 Steel, which is a type of mild steel.
This material is chosen due to the strength, cost-effective and easy to
handle (manufacture). The related material properties of ASTM A36
steel is tabulated in Table 1.

Table 1. Related Material Properties of ASTM A36 Considered in the Study

Properties Value Units
Elastic Modulus 2e+011 Nm”
Poisson’s Ratio 0.26 N/A
Density 7850 kg m™
Yield Strength 2.5¢+008 N m?

2.1.2 Design Constraints

The dimension of floor panel is 600mm x 600mm, while the depth
of the panel will be studied in the FEA. The length and width of
panel is standardised to follow the majority size of the flooring
panels used by RAF suppliers.

Based on European (EU) Standard EN12825, a safety
factor of 2 is chosen. It is the common safety factor used in the
application of raised access floor system in the EU countries. The
reason why EU standard is chosen, even though the location of study
is in Malaysia is because there are no standardization yet for
ASEAN countries.

There are four class of floor panels available based on EU
Standard EN12825, as shown in Table 2. Class 2 is chosen to be the
ultimate load for the RAF panels. It is the medium class available
for normal use, since the study is focussing more on the use of RAF
system in office or residential buildings [4].

Table 2. Classes of Ultimate Loads Based on European Standard EN12825 [4]

Class Grade Ultimate Load (kN)
1 Light =4
2 Medium =6
3 Heavy =8
4 Extra Heavy =9

Furthermore, the deflection of the floor panel must not
exceed the stated value in accordance to Table 3 when working load
is applied [4]. Class A is chosen among the three classes so that the
results obtained can be used in most application of RAF.

Table 3. Classes of Deflection Based on European Standard EN12825 [4]

Class Maximum Deflection (mm)
A 2.5
B 3.0
C 4.0

2.1.3 Model Generation

During the computer aided design (CAD) process, data obtained
from the research study will be used to design different alternatives
for the flooring panel and pedestal.

The alternatives designs then will be tested under different
loading simulations before picking the optimum design. These
processes are called finite element analysis (FEA). To get a more
realistic analysis, finite (boundary) element method will need
computational support and closely model the ground as a range to
help identify the ground-slab interaction behaviour [5].

For the best current model, the meshing used for the floor
panel is solid mesh, and the mesher used is curvature based mesh.
The total nodes and elements obtained from the meshing is 26446
and 15755 respectively. Figure 1 shows the example of meshing
produced.
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Figure 1. Example of Meshing Produced during Model Generation

There are 5 different loading case that will be modelled
and analysed using FEA software. The different loading case are
shown in Figure 2 and Figure 3. The concentrated middle loading is
shown together (combined) with the impact loading because the
point of force is the same, but the impact loading is applied with
certain amount of height.

Figure 2. Different Loading Cases on the Floor Panel. (Left — Concentrated
Middle Loading, Right — Uniform Loading)

N

Figure 3. Different Loading Cases on the Floor Panel. (Left — Side Loading,
Right — Rolling Load)

2.1.4 Analysis

Final comparisons will be made to find the best combinations that
provide the best (stiffness / mass ratio) and (performance / price
ratio). Different models that fulfil all the design requirements will
undergo further analysis and comparisons to find the optimum
solution to achieve the objectives.

2.2 Pedestal
2.2.1 Design Variables

The design of pedestal too can be improved from the existing design,
or the researcher is able to completely design a new concept of
pedestal that can withstand better load.

2.2.2 Design Constraints

Another boundary condition that needs to be considered when using
FEA is that the RAF panels will be supported with 4 support panels
that will act as pedestals.

The standard also specify that the pedestal vertical load
bearing capabilities which states that the understructure must be able
to support four times the working load of the system tested, which is
24kN without being distorted or damaged [4].

2.2.3 Model Generation

Model of the final pedestal are yet to be finalized. Final model of
pedestal will undergo the similar loading cases as the floor panels.

2.2.4 Analysis

Same analysis will be done as explained in Sub-chapter 2.1.4.

3. Results & Discussion
3.1 Floor Panel

The results of the simulations are tabulated in Table 4 and 5. The
results shows that both the designs are able to withstand the ultimate
load chosen (6 kN) based on EU Standard EN12825, but the mass of
final floor panel is improved compared to the initial design. For
visualization purpose, a screenshot of the simulation is showed in
Figure 4.

Table 4. Maximum Stress and Deflection for Initial Design

Initial Design Concentrated | Uniform Side Rolling
Maximum Stress 2.003 77.334 55.196 | 99.664
(MPa)

Maximum 4.776e-003 2.01 0.984 2.17
deflection (mm)

Mass (kg) 25.674

Table 5. Maximum Stress and Deflection for Final Design

Optimized Concentrated | Uniform Side Rolling
Design

Maximum Stress 2.281 88.115 61.167 | 102.093
(MPa)

Maximum 5.669¢-003 2.18 1.113 2.43
deflection (mm)

Mass (kg) 16.304

von Mises (in'2)

102,093 4860
936017640
L 85,110,0800
. TBEIBATE0
L 881266720
L 59634,968.0
s

51,143,2640
L 428515600
L 34,159,856.0

| 256681520

— Vield strength: 250,000,000

17,176,480
6,564,740

1930401

Figure 4. Example of Simulation to obtain the Max Stress on a Floor Panel

4. Conclusions

It is concluded that this study is able to achieve its objective. The
mass of floor panel managed to be reduced significantly, without
affecting capabilities of the floor panel, which improve the (stiffness
/ mass) ratio. Since the mass of panel is proportional to its price, thus
(performance / price) ratio is increased too. As for the pedestal, it is
expected that the results will be similarly successful as the floor
panel, where all the objectives are met.
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Abstract— Refrigeration is used to preserve food and also to
prevent contamination. Traditional refrigerators however pose a
few problems. One of the problems being the refrigeration
medium which if exposed to can be harmful to health. These
media are also not environmental friendly. TAR is considered to
be one of the viable options to replace the current refrigerator.
The technology of thermo-acoustic refrigeration has been in
focus for some time now. Thermo-acoustic means the effect that
is a result of the sound waves creating a heat gradient and vice
versa. In this paper, a thermo-acoustic refrigerator was built and
modified. The model consists of speaker, resonator tube,
amplifier and a stack. Different parameters related to the
performance of TAR were varied and their effects on the
temperature change were recorded. It was found that using
Acrylic tubes resulted in a 27% better temperature change than
PVC tubes. Also using a shorter tube resulted in a greater
temperature change.

Keywords— Thermo-acoustic, refrigerator, temperature change,
tube, stack

1. Introduction

In the present world, refrigeration and air conditioning are an

integral part of our lives. Whether it's about creating a

comfortable environment at home or for different industrial use,
refrigeration and air conditioning are everywhere. However, the
current cooling techniques generate greenhouse gases and at
the same time these techniques are costly [1]. Also the media
in these refrigerators are highly flammable and their direct
exposure is not healthy. A new innovative technique known
as thermo-acoustic refrigeration can be used to help solve
these issues. A thermo-acoustic refrigerator reduces the effect
of global warming, also helps to cut down the cost and at
the same time it is sustainable. The effect that arises from
sound waves creating a heat gradient and vice versa is what
is meant by the term

thermo acoustic [2]. A study was

conducted on the optimum frequency and temperature

difference by Abakr, et al. [3]. Another
study was conducted on the effect of wave patterns and
[4].The

main objective of this project is to study the effect of different

frequency on the cooling of TAR by Abakr, et al.

design parameters of the TAR and how these parameters

affect the performance of TAR.

2. Experimental Design and Procedure

Figure. 1:Experimental setup of thermo-acoustuc refrigerator.

In this paper 4 different experiments have been conducted. Figure 2
describes the main steps. In the first experiment the previous work by
[5] was verified. In the second experiment a study was conducted
where Acrylic tubes were used with the stack positioned at different
lengths in the tube. The frequency was set at 270 Hz using an
amplifier and applied for 4 minutes. The temperature change was
measured using the thermocouple at hot and cold ends. The third
experiment was the same as the second one except that the Acrylic
tube was replaced with PVC tube. The last experiment involved
studying effect of different tube lengths on temperature change. In
this experiment PVC tubes were used and the frequency was set at
270 Hz and applied for 4 minutes. The stack position was changed in
terms of ratio and the respective temperature difference was
measured using a thermocouple at hot and cold ends.

Experiment 1: Experiment 3: Eperment 4
Result veriicatoin PVC tube DVC tude lenghts
1 I |
Set stack Set ?t.ad{ _Sei;c: el
Sosition positicn tue lengit
I 1
Calcualt= Calcalate Calrulate b-]iasme
temperafure temperature t;}ﬁ]_)sraﬂre siack
BrEncE e erence position
1
Calculat=
temperaiure
difference

Figure 2: Flow chart of experiments.

3. Results and Discussion

The prototype built in the previous work by [5] was used in the
current study to verify the previous results and study the effects pf
different design parameters of TAR and compare the results and
select the optimum design. At different frequencies ranging from
230 Hz to 300Hz, the temperatures at hot and cold ends were
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recorded using a thermocouple. Figure 3 shows the results obtained
by the previous and current studies. It can be seen from the graph that
the maximum temperature was obtained at 270Hz for both the
current and final year studies .In the previous work a maximum
temperature difference of 25°C was recorded while in the current
study a maximum temperature difference of 24’ C was recorded.

Temperature difference vs Sine wave pattern frequencies
40

£ 3

[}

2

g 30

[ =—#—Hot end ref. [5]
£ 25

o == Cold end ref. [5]
L 2

2 —#—Hot end Asad

LI E— : I

g kv”.\ﬁ—h\ /. “ Cold end Asad

g 10 DG

(/]

2

5

0

T T T T T 1
230 240 250 260 270 280 290 300

Frequency (Hz)
Figure. 3: Comparison of current results with the results of Ref. [5].

An experiment was conducted to investigate the effect of the type
of material used for the resonator tube will have on the temperature
change at different stack positions. The stack position was measured
from the top of the tube to the hot end. Tubes made out of Acrylic
and PVC were used. Both tubes used were 26.5 cm long and their
internal diameter was 40 mm. The frequency was set as 270 Hz and
was kept constant for all the experiments. Figure 4 shows the results
of the experiments conducted.

Figure. 4: Comparisn between acrylic and PVC resonator tubes.

It can be observed from the graph obtained that Acrylic resonator
tube recorded a maximum temperature difference of 15°C at a
distance of 60 mm, whereas PVC resonator tube recorded a
maximum temperature difference of 11°C at a distance of 35 mm.
Also what can be observed is that using the Acrylic resonator tube
resulted in higher temperature difference for all the distances
compared to the PVC resonator tube.

Looking at the difference in temperature change between Acrylic and
PVC it can be suggested that more heat loss occurs through PVC
compared to Acrylic.

A following experiment was conducted to study the effect of
resonator tube length on the temperature difference. In this
experiment, 3 different lengths of PVC tubes were used. The lengths
measured 30 cm, 40 cm and 50 cm respectively. The internal
diameters of the tubes were 40 mm each and the applied frequency
was set at 260 Hz. At different ratios ranging from 0.6 to 0.9 the
temperature difference for every length of PVC tube was recorded.
The ratios were calculated by dividing the distance of from the hot

end of the stack from the bottom of the tube with the total length of
the tube. Figure 5 shows the results obtained.

6

5

4
3 - m30cm
H40cm
21 50 cm
1 -
0 - T T T 1
0.6 0.7 0.8 0.9

Ratio

Temperature difference (°C)

Figure. 5: Comparison between different lengths of PVC tubes.

From the results obtained above it can be seen that as the ratio
increases from 0.6 to 0.8 a higher temperature difference is obtained
within the 30 cm tube but at 0.9 the temperature difference decreases.
For the 40 cm tube the temperature difference is constant between
0.6 to 0.7 and increases at 0.8 but declines at 0.9. For the 50 cm tube
the temperature difference remains constant from 0.6 to 0.8 but
decreases at 0.9.

However, at all different ratios the 30 cm tube records a higher
temperature difference throughout all the ratios, whereas the 50 cm
tube records the least temperature difference throughout all the ratios
The reason for longer tubes not producing a higher temperature could
also be due to the fact that air is very poor conductor of heat and
hence the transfer of heat isn’t very effective.

4. Conclusion and recommendation

The results of the previous study were verified. Different parameters
such as the effect of stack position on the temperature change, the
effect of using different materials and the effect of using different
lengths of tube were studied.

Based on the study conducted, Acrylic tubes have a better
temperature difference by 27% compared to PVC tubes. On the other
hand 1 meter Acrylic costs RM 95 and 1 meter PVC tube costs RM 6.
Also PVC tubes can withstand greater pressure than acrylic tubes.
Hence for the experiments and this study in general PVC tubes were
the preferred choice.

It was also known from the study that shorter tubes resulted in a
better temperature difference than longer tubes.

The current and previous studies obtained a maximum temperature at
a frequency of 270 Hz hence this frequency was selected as the
operating frequency for the experiments conducted in this study.
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Abstract— This research attempts to use numerical simulation to
maximize the power and torque output for a Gamma Stirling
engine. The Stirling engine was modelled in a simplified 2D
model, to see how the change in displacer design can improve the
engine output. Experiment of an actual small scale Stirling
engine will be used to calibrate the numerical model. The
objective of this research is to show how the current gamma
Stirling engines can be improved and use solar thermal to power
air conditioning units.

Keywords— numerical simulation, Gamma Stirling engine, air
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1. Introduction

In recent years, Stirling engine technology has progress to advanced
level where it is used in space and submarines [1]. Stirling engines
are external combustion engine that operates with various heat
sources including recycled and solar heat. Over the last 20 years, dish
stirling engine powered by solar has been used to produce electricity
ranging from 2kW to 50 kW has been built in Japan, Russia,
Germany and United States [2]. With the rise of energy cost, any
alternative sources to fossil fuel are much welcomed. For the year
2011, about 99% electricity produced in Malaysia was from fossil
fuels [3]. With cooling being one of the highest consumption of
electricity, it is essential to find ways to reduce the cooling cost. One
alternative that has been around is using absorption chiller. Since
solar is the main source in this research, solar absorption chiller is in
the interest of study. However, electrical driven compressor has a
higher coefficient of perfromance (COP) compared to solar
absorbtion chiller [4]. COP of electrical powered compressor are
normally more than 1 while the COP of solar absorption chiller
ranges from 0.35-0.6 [5]. Therefore the aim is to use the Stirling
engine and connect it directly to the compressor of a commercial air-
conditioning unit, thus lowering the cost needed for cooling. As the
stirling engine is used to power the compressor directly, there will be
no power loss through the wires as compared to the solar dish stirling
system which produces electricity.

The aim of this research is to use ANSYS to create a 2D numerical
model of the gamma Stirling engine that is calibrated with
experimental results. The model can then be configured for different
displacer design to maximize power and torque output of the engine
with the sun’s thermal heat to operate a commercial air-conditioning
unit. The aim of changing the displacer design is to increase the
temperature mixing in the cylinder. This area of research is new, as
no other researcher has been investigating the change of piston or
displacer design in a Stirling engine.

2. Research Methodology

The research started out with extensive literature review on the basic
of Stirling engines and it’s developments for the last few years. The
review mainly focused on how various researchers used numerical
simulation to simulate the Stirling engines output. The numerical
simulation used in this research is ANSYS, using Fluent to simulate
the gas flow, temperature and pressure in the engine. Next was to
model the actual Gamma Stirling engine. However, the engine model
was simplified to 2D to ease the computing power needed. No
mechanical losses were considered in the model. Before any
simulation can be done, the model had to be mesh. Mesh interface

ChinHong.Lim@taylors.edu.my

feature was used to allow the displacer to move without affecting the
adjacent mesh on the sides of the displacer. Dynamic meshing was
used to control the speed and stroke of piston and displacer in the
cylinder. User-defined function (UDF) is used to configure the
dynamic meshing. This allows the researcher to control the
movement of the piston with an equation that is derived from the
horizontal movement of the piston with respect to the flywheel
arrangement of the actual Stirling engine. The model will then be
simulated with results from the experiment.

Equation for displacer

x = R — Rcos(6 +90°) + L — /12 — (Rsin(6 + 90°))2 @)
Equation for power piston
x =R — Rcos6 + L — /L2 — (Rsin)? ?2)

Fig 2 shows the parameters of equation (1) and (2) derived from the
Stirling engine motion.

Flvwheel

Piston

Fig 2. Gamma Stirling configuration for UDF equation

Experiment was done with the actual Stirling engine to see the
operating speed of the flywheel at a certain temperature. Once the
model is calibrated with the experimental results, the Stirling engine
model piston displacer and hot cylinder configuration can then be
change to simulate the power and torque output of the engine. Fig.3
shows the different displacer configuration that was tested. The
displacer and hot cylinder was changed to a concave shape design.
The idea is to create better temperature mixing in the engine. All the
results will then be compiled to show the best configuration.

Base Stirling engine Concave Stirling engine

Fig.3 Meshing of Base and Concave Stirling engine.

3. Results and discussion

From the simulation, it was found out that the concave design gave a
better force output from the same heat source. The heat source was
set at 900w/m?. Fig 4. shows the force output from both engines. The
power piston produces power twice per cycle, during expansion and
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compression. It can be seen that the concave design produces much
higher force during expansion compared to the base design.
Compression force output difference was closer.

Total Force output

1000

500 /\
g / \ e CONCaVE
8‘ 0 7 Y Base
S ) /7( 144 216 28\ 360

-500 — \*

-1000

Fig.4 Force out put from both engines

The temperature contour of both engine at crank angle 288° is shown
at Fig.5. It can be seen generally, that there is a lower temperature
difference between the hot and cold cylinder in the base Stirling
engine compared to concave Stirling engine. Chin-Hsiang Cheng et
al. in their research shows that with higher temperature difference
between the displacer and piston areas, higher engine output can be
produced[6]. The concave displacer design creates swirl within the
hot cylinder, thus allowing the working fluid to heat up faster and
expand. This design also increases the displacer area, which Youssef
Timoumi et al showed in their research increases the engine
output[7]. With the increase in area, the swirling also creates
turbulence within the regenerator, thus allowing the hot working
fluid to mix faster with the cooled working fluid, hence the bigger
temperature difference in Concave design. Chin-Hsiang Cheng et al.
in their research use numerical simulation to show that by the
temperature of the heat source, the work output and thermal
efficiency increased [8]. Both engine were subjected to the heat
source but due to better thermal efficiency, engine output is
improved.

Concave Stirling engine

Base Stirling engine
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Fig.6 shows force output of piston and force needed to power the
displacer. It can be seen that the base displace requires more force
compared to the Concave design. The reason is that part of the force
needed to power Concave displacer is supplement by the negative
pressure around the displacer. Due to the concave of the displacer,

Fig.5 Temperature contour at 288° crank angle.

more swirls are being made in the area above and below the displacer.

These swirls create lower pressure in the middle, similar like a
tornado. Hence before the displacer undergoes expansion, negative
pressure occurs below the displacer, as shown in Fig. 7 at crank angle
0°. The same goes when just before the displacer undergoes
compression at crank angle 144°, negative pressure occurs above the
displacer. The negative pressure creates a suction effect, hence less
force required for it during expansion and compression. The
displacer of the base Stirling engine also produces swirls shown in
Fig.7, crank angle 0°. However, it does not occurs directly blew the
displacer, hence the suction effect is much less compared to concave
Stirling engine
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Fig.6 Force for Displacer and piston
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Fig.7 Pressure Contours for both engines

4. Conclusion

With the rising cost of cooling increasing as the population increased,
it is essential to find ways to reduce the cost of cooling. The research
aims to reduce the cooling cost by using solar thermal Stirling engine
to power the commercial air-conditioning unit. By changing the
displacer design within the Gamma Stirling engine, the research aims
to optimize the output and efficiency of current Gamma Stirling
engines.
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Abstract— This paper presents the evaluation of the
measurement accuracy of the lift of NACA 0012 in a subsonic
wind tunnel. Validation of the data acquisition system of Taylor’s
subsonic wind tunnel was done by comparing the lift coefficient
of NACA 0012 with theoretical results as well as computational
fluid dynamics model to the lift coefficient obtained from the
wind tunnel. Lift coefficient obtained from the CFD supports the
theoretical results whereas the lift coefficient obtained from wind
tunnel experiments has a larger percentage error.
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fluid dynamics.

1. Introduction

Airfoil performance at subsonic speeds leads to a great impact to
flying bodies ranging from manned aerial vehicles to unmanned
aerial vehicles. In the wind tunnel laboratory of Taylor’s University
in Malaysia, particularly in the area of fluid mechanics and
aerodynamics, a wind tunnel measurement system to obtain
aerodynamic data needs to be verified. Based on the methodology by
Barlow et al., this paper presents the evaluation of the measurement
of lift on an airfoil as a function of angle of attack at subsonic speeds
using Taylor’s University subsonic wind tunnel [1]. Verification was
performed with a NACA 0012 airfoil and data obtained was
compared with published as well as numerical data for verification
[2]. The wind tunnel data acquisition equipment is verified to
determine if it is suitable for measuring aerodynamic performance of
airfoils for education purposes.

2. Experimental Approach using Wind Tunnel

NACA 0012 airfoil performance measurements described below
were conducted in the subsonic Taylor’s wind tunnel, which is an
open-type wind tunnel with a contraction ratio on 3.4:1. The
rectangular rest sections measures 0.3 m by 0.3 m in cross section
and 0.885 m in length. Test section speeds can be varied between
3.33 m/s up to 32.3 m/s by a 0.63 m in diameter fan, which is
powered by a 3HP. 415V/50Hz motor.

For the case of Taylor’s wind tunnel experiments only three types
of dimensionless parameters are considered for matching of dynamic
similarity, which are Reynolds number, Mach number and Froude
number. [3] Matching of Mach and Froude number is not an
important parameter in this experiment as it is a subsonic experiment
and model motion is not involved therefore dynamic similarity can
be achieved by equating the Reynolds number of both model and
prototype [4].

Re,, = PuVulm = Re, = PpVolyp
Um #p
where p is the density of the air, V is the velocity of model or
prototype, L is the characteristic length of model or prototype and u
is the dynamic viscosity of air. Through this equation, the required
velocity for the wind tunnel can then be obtained. All obtained data
is collected manually and then processed using a software where the
general equations used to calculate the coefficient of lift is as follows;
F
‘= 0.5p, " Ay

2.1 Experimental Set-up

In this experiment, the NACAO0012 airfoil was tested at a
Reynolds number of 200,000, which corresponds to a wind tunnel

velocity of 26.278 m/s where 557’" =1.15.

reference
Figure 1 shows the mounting used for the airfoil in the test section
of the wind tunnel and experiments were conducted starting from an
angle of attack of -20° up to 20° with an interval of 5°

Fig 1 Mounting of the NACA0012 airfoil in the wind tunnel.

3. Numerical Approach using Computational Fluid
Dynamics (CFD)

ANSYS FLUENT 14.0 software was used to simulate the
aerodynamics of the NACA 0012 airfoil to obtain the lift coefficient
and result obtained is used to cross check the theoretical results. The
turbulence model chosen for this numerical approach is the Spallart-
Allmaras turbulence model and this is due to the simplicity of the
equation thus leading to a shorter simulation time. The Spallart-
Allmaras turbulence model consists of a single equation, which is
modified specifically for the use airfoil simulation. [5]

Figure 2 shows the full scale drawing of the cross section of the
NACA 0012 airfoil and the meshing conditions surrounding the airfoil.
Based on FLUENT, the mesh consists of 160,740 nodes and edge
sizing with a bias factor of 6000 and 170 divisions was selected at the
far end of the far-field domain to increase numerical accuracy of the
results as mesh nodes becomes finer as it shifts nearer to the wall of the
airfoil. For most aeronautical applications where the magnitudes of
viscous and turbulent effects are similar it is preferable to keep the
range of y', smallest as possible between 5 and 30. [6] This is to ensure
that the simulation runs as close as possible to the airfoil. For this
simulation, the y* value denoted by FLUENT is 12.

Fig. 2 Domain and meshing of the NACA 0012 airfoil.
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Simulation was conducted with the NACA 0012 airfoil over
different angles of attack ranging from 0° up to 15° with an
increment of 5°.

4. Results and Discussion

First a CFD simulation was conducted to determine the total lift
coefficient of the NACA 0012 airfoil at different angle of attack.
This was compared to theoretical results by Abott to justify the
accuracy of the simulation. Next an experiment was conducted in the
wind tunnel to obtain the lift force of NACA 0012. Results obtained
are compared to the theoretical and numerical results.

Figure 3 shows the relationship obtained from the CFD simulation,
and wind tunnel experiment in comparison with the theoretical
results. It is possible to see that the lift coefficient as a function of
angle of attack for the numerical NACAO0012 airfoil in very good
agreement with the theoretical. Comparing with the numerical values
of C;, all the values are almost similar to the theoretical values except
for the highest possible angle of attack, which is 15° as the highest
theoretical value plotted is just 14°.

5

-30.00 -20.00 -10.00 .00 10.00 20.00 30.00
*
L 2
* Theoretical Value
¢ Wind Tunnel
=15
Alpha CFD
Fig. 3. Variations of lift coefficient against angle of attack.
Table 1. Percentage error obtain from CFD simulation.
Alpha CFD, C; Theoretical, C; Percentage error, %
0 -0.000012 0 0
5 0.6158 0.6195 0.60
10 1.0030 1.0066 0.36
15 0.9531 0.9628 1.01

Based on table 1, the highest error during simulation occurred
during an angle of attack of 15° at a percentage of 1.01%. With the
largest error being at 1.01%, it can be said that the results obtained in
the CFD simulation corresponds and complements with the
theoretical results.

50.00
y = 3.0803x

40.00

+
§ 30.00
T y=-2.7452x +
X 20.00
0.00
-20 -10 0 10 20
Angle of Attack

Fig. 4. Percentage error of coefficient of lift from wind tunnel.

Concerning on the percentage of errors shown in Fig. 4, it is
shown that the percentage error increases from positive angle of
attack of 0° to 5° and it slowly reduces slightly to 20° therefore it is
safe to assume that the percentage error increases linearly with angle of
attack. The same occurs for the negative angle of attack accept there
are some discrepancies in the percentage error at 5° angle of attack. A
possible cause for this maybe due to random errors during experiment.

Figure 4 shows the percentage error obtained in the coefficient of
lift of NACA 0012 during a wind tunnel experiment. It is seen that
the percentage error increases with increasing angle of attack with
the lowest error estimated at 4% at 0° and up to 37% at 14 degrees.
The large percentage error in lift coefficient as angle of attack
increases increase is expected due to model mounting limitation in
the wind tunnel such that a strut to change angle of attack passes
through the airfoil model as seen in Fig. 1 and prevents total lift force
experience by the airfoil to be transferred down to the wind tunnel’s
force transducer. This further explains that at angle of attack 0° the
percentage error recorded is minimum at 4% as due to theoretical
results the airfoil experiences no lift at 0°. A small percentage of
discrepancies in lift coefficient are also assumed to be primarily
caused by the imperfections in milling of the NACAO0012 airfoil
shape and also some inaccuracies during the experiment.

Based on Fig. 4, almost similar errors are recorded for the positive
and negative angles of attack and it can be estimated that there will
be an error of y = 3x for x angle of attacks in lift coefficients when
running airfoil experiments in Taylor’s subsonic wind tunnel.

5. Conclusions

In conclusion, the CFD simulation of the NACA 0012 proves to be
inline with theoretical published results whereas a reasonable large
error of 37% in lift coefficient is recorded from wind tunnel
experiment. Some improvements could be done to minimize the error
percentage such as the strut to change angle of attack can be removed.
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Abstract— Every student has a different learning style to learn
something. Advance Personalized Learning style is the learning
style tailored to suit the learner only using technology. The
education system in Malaysia has been following a one-size-fits-
all method from primary to secondary school. The students are
tested at the end of the year and major exam such as Ujian
Penilaian Sekolah Rendah (UPSR), Penilaian Menengah Rendah
(PMR) and Sijil Pelajaran Malaysia (SPM). Multiple Intelligence
(MI) by Howard Gardner, is used as the approach for this
personalized learning software based approach. A group of
students from the faculty of Engineering will be chosen as
subjects to be studied. The subjects will be tested whether do
they have their own learning style and the proposed advance
personalized learning skill will assist them in their studies. A
quantitative analysis will be done on surveys and results of the
data collected. The results of the survey and data acquitted from
the software will illustrate the chosen model is successful in
assisting students in their studies and deepen their interest in
engineering.

Keywords— Personalized learning style, Industry, PHP, HTML,
Multiple Intelligence

1. Introduction

Bloom’s taxonomy has been one of the main guidance to
understand humans’ intelligent and a guidance to understand the
learning process [1]. There are debates as researchers which found
learning capability is linked to multiple intelligent (MI). It is a theory
proposed by Howard Gardner [2]. There are certain subjects that are
important to the industry but difficult for the student to learn such as
Fluid Mechanics, Thermodynamics and Solid Mechanics. The
objectives of this research project including; identifying the learning
profile of the chosen group of mechanical engineering students in
Taylor’s University, finding out the subjects / topics which are
required by the industries but the subject is a challenge for the
students, develop an advance personalized learning style; a software
approach solely based on Multiple Intelligence theory, conducting
the experiment the effectiveness of the advance personalized learning
style and finally comparing and analyze of the effectiveness of the
approach.

2. Research Methodology

The research of this final year project is an on-going process. It will
be divided into four stages. The first stage is to perform research on
case studies and journals to understand more about personalized
learning, the work done regarding engineering education. This is
important as case studies and journal will show the insights of the
final year project and can be used as reference. The second stage is
research on proper survey method. Survey is mainly divided into two
types which are quantitative and qualitative survey. The chosen type
of survey is vital as it will assist the analysis of the data. The third
stage of research is to understand more about Multiple Intelligence
(MI) and the method of profiling. The last stage will be conducting
research on web based application or normal application as this is a
software based approach advance personalized learning.

The survey is also divided into three parts and the three surveys must
be done one after another. The first part of the survey is to identify

The first part of survey that will be carried out is to identify the
subjects that the industries feel important but difficult for students.
The acquired subject will broaden the topics of students having
difficulties and thus it will be easier to carry out the last survey. The
second survey will be the topics that students feel bored or not
interesting and difficult to understand. The topic that students chosen
will be selected as the topic that program will assist the students in to
help them understand the topic and develop their interest in it. The
last survey that will be carried out is for the students to choose which
software based approach they will prefer such as mobile apps,
computer software or web based software.

Conceive, Design, Implement and Operate (CDIO) method will be
the fundamental design of the software. The current most
downloaded application and most visited websites will be studied
and examined. This can create a proper plan on the user interface and
the outlook of the program. During the design stage, drafts of the
user interface, the student profile and the program outlook will be
drawn and the codings required will be identified. In the implement
stage, the creating software program such as C++, HTML 5 and
JAVA will be used. For the last operation stage, the program will be
tested to ensure the program performs smoothly.

The approach in this research project is profile the students and
understanding their learning method and skill. Thus, program must
have the selection of suitable survey questions to profile the students.
After that, the students are required to use the program to assist them
to understand the topic. At the end of the program, exercises will be
used to test the students understanding on that specified topic. A
survey will be available to survey whether the student has increased
their understanding and interest in the topic and whether the program
helps. Simultaneously, their test and final exam results will be
collected to be analyzed in order to check their performance.

Pareto Analysis will be done on the survey stage of the research
methodology. This is to identify the subject and topic that will be
programmed to assist the students. Quantitative studies will be done
instead of qualitative as quantitative can represent a group and higher
number of people. Results of the students whether improved will be
collected from the test and their final exam. The exercises available
in the software will be collected to check their understanding on the
subject manner. ANOVA analysis will be lastly to be done to
demonstrate the percentage of improvement from the students.

5. Results and Discussion

After several case studies, Multiple Intelligence (MI) was
chosen as the approach after comparing with Myers-Briggs Type
Indicator (MBTI) and Kolb’s Experiental Learning Model [4]. MBTI
was not chosen as the model does provide sufficient evidence
whether difference in gender is one of the factor affecting the
academic studies and interest of the learner [3]. The model only
suggested that the learner ability affected by the student’s personality.
It also does not suggest that there are other factors affecting the
learning profile of a student such as the environment or intelligence.
Kolb’s model only suggested that students of the four classifications
only affect their studying ability [3]. MI classifies students according
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to the intelligence or talent they have such as musical, linguistic,
logical, visual, bodily, interpersonal, intrapersonal, naturalist and
existential.

After research regarding the software type; web based application or
normal application, web-based is selected as the software. The
selection was done as web-based application allows the students to
access it easily as long as they are connected to internet. It also
allows the data to be easily collected as the student’s log and
performance can be recorded in a selected server. Apache Xampp
will be the selected server as the storage of the database. It is a free
server. The usage of xampp allows the building of the database.
From there, all data can be retrieved and populate it to the web
system.

PHP and HTML will be chosen as the language for the web
programming instead of C++ and JAVA. Java is a strongly-typed
language. It requires explicit statements of intent to function and
that it is backed by a compiler. Java contains lots of strict
restriction on the inputs and outputs expression. If these exact
expressions are not expressed correctly, the compiler will fail and
the program is unable to function until errors are resolved. There
are certain drivers and jar files like jdbc has to be used. The database
for Java requires certain driver and jar file.

PHP is weakly typed language. It is more flexible as it requires less
formal knowledge on programming. It only uses phpmyadmin as
the database. The first advantage of PHP is, aside from being free in
terms of cost. The open-source language is widely accessible on
every Web-hosting platform for public usage. PHP works
universally across platforms. The justification for this manner is that
the code is processed entirely on the server side and can be

delivered as dynamic content to the viewer. PHP can be also used
for large scale operations.

7. Conclusions

Advance Personalized Learning will definitely able to encourage
the engineering students to be interested in subjects and topics that
they find difficult to understand or learn. This is important as the
needs to produce capable engineers graduate to ensure the working
industry able to meet the codes and standard. Multiple Intelligence
theory will demonstrate the student’s performances. More
improvement can be done after the analysis of the student is done.
Web based application is the software approach as it provides
flexibility on the student and the research.
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Abstract— This paper attempts to investigate the potential
achieved when hydroxyapatite and forsterite nanopowders are
combined into a single nanocomposite. The research was
initiated with an exhaustive literature review of recent materials
and journals. The respective nanopowders were then prepared
using the mechanochemical method of synthesis, after which the
samples are pressed and sintered and its mechanical properties
attained and evaluated. It is the sole objective of this paper to
show the importance of this research and the future implications
it could have on the biomedical and bioceramics industries.
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1. Introduction

Through the study of recent research, it has been discovered that
although the bones of a human being have the ability to regenerate
upon minimal fracture, it is all the same subjected to fracture under
load bearing applications in particular [1]. Due to this occurrence of
fractures, there is hence a call for bone transplants to take place
which has been deemed to be costly and fairly risky because of the
potential transfer of viruses in the process [2]. Extensive research has
also contributed that bioceramics are an ideal alternative to the risky
bone transplants, in that bioceramic materials can be employed as
implants. When the subject of bioceramics is discussed, the talk
lately has been often on the topic of hydroxyapatite (HA), which has
been found to have desirable biocompatibility and similarity to that
of the human bones and teeth [3]. On the other hand, some research
has also been performed of an alternate or complementing
bioceramic known as forsterite. The effort placed into this research
has not been exhaustive but it has been discovered that forsterite too
possesses desirable biocompatibility with the human tissue structure.
The distinction lies in that forsterite possesses more desirable
mechanical properties when compared to HA. It is in this light that
this research will be carried out, with the hopes of producing a
nanocomposite with superior mechanical properties that the ones
currently available.

The aims of this research are three-fold. Firstly, it is to effectively
synthesize HA-forsterite nanocomposite. Secondly, this research
aims to study the optimum sintering conditions of the nanocomposite
with superior mechanical properties at lower temperatures so that it is
suitable for the majority of medical applications. Last but not least,
this research wishes to enquire into the effects and implications on
grain size and mechanical properties when HA and forsterite are
combined to form a single nanocomposite.

2. Research Methodology

The research will be performed adopting the flow depicted in the
flow chart present in Figure 1 below.

Literature review

¥

Powder preparation & characterization

v

Green body preparation & powder consolidation

v

Evaluation
Microstructural & Mechanical
physical testing

Data analysis

v

Thesis documentation

Fig. 1 Flow chart depicting the manner in which this research will be carried
out

The research was initiated with an exhaustive literature review in
order to stay up to date with the latest developments and progress in
the bioceramic field. The review was much focused upon the
progress and improvement of HA and the methods employed by
various researchers in the process. The literature review has been an
ongoing process in this research. Meanwhile, the respective HA and
forsterite powders were prepared using the mechanochemical
synthesis method. This particular method was chosen over the other
methods due to its simplicity. Furthermore, the mechanochemical
method is a conventional one, enabling more relevant evaluation and
analysis when this research is compared to other work in the later
stages. The samples were then pressed via isostatic pressing and sent
for sintering using the sintering profile displayed in Figure 2 below.

Temperature
oC

Heating, 2°C/min
Cooling,

2°C/min

Time, h

Holding time (2 hrs)
Fig. 2 The sintering profile to be used in this research

The samples will be sintered to different temperatures and percentage
weights of forsterite. The samples created are displayed in Table 1
below. Upon sintering, the samples will be polished and grinded
before experiments are carried out on them in order to define its
properties. Microstructural tests such as bulk density and phase
analyses, along with mechanical testing such as hardness and fracture
toughness tests will be carried out, upon which all data will be neatly
tabulated and evaluated in comparison with current work.
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Table 1. The manner in which the samples will be displayed

Forsterite wt.

Sintering Temperatures, °C

(4

1000 1100 1200 1300
0 Al Bl Cl1 D1
10 Al B2 C2 D2
20 A3 B3 C3 D3
30 A4 B4 c4 D4
40 A5 B5 C5 D5
50 A6 B6 Cé D6

3. Predicted Results & Discussion

3.1 Biocompatibility & Properties

Biocompatibility can be defined as “the potential for a material to
perform with another host” [4]. HA [Cayo(PO,)s(OH),] belongs to
the complex apatite family and is a variant of the calcium phosphate
compound. Calcium phosphate happens to be a major constituent in
the structure of the human bone tissues. Hence, HA possesses very
similar chemical composition and crystalline structure to the human
bones, confirming its biocompatibility [5]. In addition, HA can be
infused as implants into the human body without incurring any
negative consequences such as poisoning [6]. Besides these, HA has
desirable osteogenic ability, enabling rapid new bone ingrowth [7].
Lastly, the presence of apatite within HA allows a more dependable
enforcement of implant to take place to the human bone tissue [8]. In
a similar way, forsterite [Mg,SiO,] has been recently discovered and
as time went on, more research has been placed into this area of
developing forsterite. The magnesium constituent of forsterite allows
it to be a catalyst for metabolism [9], while its silicon constituent
enables quick growth of the human skeletal system [10]. These facts
seem to suggest that forsterite indeed, in the same manner as HA, has
desirable biocompatibility. In a research on the preparation and
characterization of forsterite by Ni [11], they prepared forsterite via
the sol-gel synthesis method and their results pointed to the fact that
forsterite was considered to have desirable biocompatibility.
Therefore, it can be said that combining two biocompatible materials
would ultimately produce a superior biocompatible material.

3.2 Mechanical Properties

Although HA seems to be very desirable to act as a sustainable
implant material, its weaknesses suggest otherwise to a certain extent.
Also through research, it has been discovered that HA in fact has
some undesirable mechanical properties such as brittleness, low
flexural strength and low fracture toughness ( < 1 MPam*?) [12].
Due to these inefficiencies, a pure HA implant would be unable to
withstand load bearing applications that typical human bones are
heavily subjected to. It has also been discovered through other
studies, on the other hand, that forsterite has superior mechanical
properties as compared to calcium phosphate ceramics such as HA.
In the study by Ni [11], through the sol-gel method of powder
preparation were successful in attaining a fracture toughness of 2.3
MPam¥2 and a maximum flexural strength of 181 MPa when sintered
at 1450°C. In an alternate piece of research, Fathi [13] was able to
attain a superior fracture toughness of 4.3 MPamY? for forsterite
when partnering the sol-gel method and two step sintering. Therefore,
it can be seen that in terms of mechanical properties, where HA is
weak, forsterite seems to be strong, evidence to the argument that the
combination of these bioceramics would produce an even stronger
one. There have been numerous attempts in order to improve the
mechanical properties possessed by HA in particular. Among these,
an interesting research by Jiang [14] notes a patented NanoMech
NanoSpray coating used before sintering. The critical result produced
was that HA was able to withstand up to 10 N of load which was not
significantly superior to its original properties. In another study using
the chemical precipitation method of synthesis, Aw [15] achieved a

mere 0.9 MPam'? fracture toughness at 1050°C sintering temperature.

Hence, it can be summarized that researchers have attempted altering
methods of preparation of HA in order to improve the mechanical
properties of HA. However, little or no work has been done to
combine HA with another material in these years of attempts. That is
precisely what is hoped to be achieved as a result of this research.

4. Conclusions

Due to the fact that HA is biocompatible but possesses undesirable
mechanical properties, it is appropriate that work be done in order to
produce a stronger bioceramic. It has also been found that the
biocompatibility of forsterite and its superior mechanical properties
puts it in a position to well complement that of HA. Some previous
work done on HA alone showed that the fracture toughness achieved
was as low as 0.12-0.31 MPam¥? [16] and 0.48-0.67 MPam*? [17].
A recent research that combined HA, forsterite and bioglass showed
improvement with a maximum fracture toughness of 0.972 MPam*?
[18]. Therefore, in terms of improving these properties, this research
of combining mere HA and forsterite proves to be one with much
potential, pushing the bioceramic and biomedical field to greater
limits. Furthermore, the applications to which this work can be
implemented will greatly improve the success of the already existing
medical field.
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Abstract— Dynamic behaviours of a base pan for air-
conditioning unit are numerically and experimentally
investigated. The main outcome of this investigation is to develop
an integrated approach of these two methods for model
correlation of base pan’s finite element model. The processes for
numerical solving, pre-test planning, experimenting and
correlation analysing are presented. Results from model
correlation are essential for model validation which updates
dynamics behaviour of FE model to closely represent the actual
model.
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1. Introduction

Base pan is one of air-conditioner outdoor unit’s components. Base
pan is used to support other components of the units such as
condenser, evaporator and compressor. However, the base pan
always tends to vibrate during operations. Normally, the heat
exchangers, the compressor and the fan are the major components,
which can be a primary source of vibration [1]. The components also
may provide a vibration transmission path through the mountings of
the compressor and the interconnecting copper tubes to the base pan
of the outdoor unit [2]. These excessive vibrations of base pan will
generate noise during the operations as well as may cause structure
failure of the base pan.

In order to evaluate contribution of the base pan to the noise or
vibration, it is important to understand the dynamic behaviour of the
unit’s base pan structure. This makes the study of structural
dynamics (vibration) analysis for the base pan is essential for a better
part design.

Modal analysis will help to study the dynamic behaviour of the
base pan. There are two approaches of doing modal analysis which
are numerically (AMA) and experimentally (EMA). FE modal
correlation will compares the behaviour from results obtained in
AMA to EMA as part of validation process.

2. Background and Framework

2.1 Numerical Modal Analysis (Normal Mode Solution)

Computation of a structure’s dynamic behaviours (natural
frequencies and mode shapes) is performed by solving an eigenvalue
problem. In this particular problem, eigenvalues (natural frequencies)
and eigenvectors (mode shapes) will be solved. Since damping is
ignored in the analysis, the eigenvalues are real numbers [3]. The
solution of the equation of motion for natural frequencies and normal
modes requires a special reduction form of the equation of motion as
shown in Eq. (1).

[MI{ii} + [K{u} =0 1)
where:

{ii} = acceleration vector, {u} = displacement vector, [K] = stiffness
matrix, [M] = mass matrix

The solution of Eqg. (1) is assumed has a form as shown in Eqg. (2)
which also can be form into Eq. (3) after substitution. The parameters
are extracted from Eq. (3) using Lanczos method. The assumption for
the whole process is that the structure is time-invariant and linear [4].

[x] = [a]e/l®lt (2)
([K] = 4;[MD[a;] =0 (€))
where:

[a] = vector of displacement, [w] = vector of natural frequencies,
t=time
A; = eigenvalues, [a;] = eigenvectors

2.2 Pre-test Planning

Pre-test helps to design an optimum test condition by determine
measurement and excitation locations and creating Test-Analysis
Model (TAM). TAM is reduced representation of finite element
model (FEM) which allows modal analysis to be more manageable.
The location of excitation and test response measurement also can be
optimised by the selection of TAM’s degree of freedom.

FEM model’s stiffness and mass matrices can be reduced by using
Guyan Reduction method so that TAM can be obtained from it and
the degree of freedom is corresponding to modal test sensor location

The accuracy of a TAM is evaluated based on how well the
reduced modal properties approximate those of the original FEM
model. In perfect reduction, the diagonal value of the Modal
Assurance Criterion (MAC) will have unity value whereas the off-
diagonal terms will have zero value [5]. The MAC values can be
determined by using Eq. (4). The same application of MAC plot also
can be used to determine the excitations and measurements locations
from TAM.

o (eTe)
MACy (¢7T0:)(¢79)) @

where ¢; and ¢; are the mode shape vectors

2.3 Experimental Modal Analysis

Experiment model analysis stage can be divided into several phases
which are experiment setup, data acquisition and result evaluation.
During experiment setup, decision on test system configuration will
be made. It will include decision on type of support structure
(boundary conditions), assumptions and excitation type.

Next phase is data acquisitions which involve acquisition of
frequency response function (FRF) to serve as input to the modal
parameter estimation stage. During data acquisition phase, three
major strategies need to be applied so that a good FRF can be
acquired. The strategies are transducer consideration, leakage and
windowing and lastly sampling [6].

The result obtain from data acquisition phase will be evaluated so
that its reliability can be guaranteed. The method of evaluation of the
data is divided into three ways which are frequency check,
reciprocity check and coherence.

2.4 Modal Correlation Analysis

Correlation is a process to determine the degree of agreement
between two sets of frequencies and mode shapes. Frequencies can
directly compared or by plotting on simple graph. However, to
compare mode shapes require more complicated process since mode
shapes are vector. The methods to compare the mode shapes are by
using Modal Assurance Criterion (MAC).

By using the software, the test frequency response function can be
reviewed. The test mode shapes also can be animated together with
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overlaying the test geometry and sensor locations to the analysis
model [7]. The software also provides a visual comparison by
displaying shapes and synchronised side by side animation.

3. Application and Results

3.1 Numerical Analysis with Siemens NX Nastran Solver

CQUAD4 and CTRIAS3 shell elements were selected to model the
base pan. 53528 elements, 3mm in size were generated with 52596
nodes. There were 50417 CQUAD4 and 3111 CTRIA3 elements
were noted. The threshold values of elements were checked to ensure
the quality of mashing. The highest aspect ratio was 4.95; whereas
warp was 4.97 and lastly skew value was 59.86.

The model was simulated by using structural analysis setup with
linear and steady state time dependency. The results obtained were
tabulated in Table 1.

Table 1. Comparison of Natural Frequency between Numerical and
Experimental Modal Analysis

Mode Natural Frequencies (Hz) % Difference
Numerical Experimental

1 104.4 106.1 1.60

2 123.0 111.8 0.91

3 140.7 148.4 1.05

4 168.7 168.6 0.99

5 193.0 195.7 1.01

3.2 Pre-test Planning Configuration

30 DOF for excitations and 7 DOF for uni-axial sensors’ placement
were used to create TAM. These sensors’ locations were chosen
based on the MAC plot which the off-diagonal highest value was
0.176. For excitation DOF, the highest value for MAC plot off-
diagonal was 0.008.

Fig 1 shows the test configuration blue datum represent excitation
location whereas red datum represents measurement locations.

Fig. 1 Pre-test Configuration for Sensors and Excitation Points

3.3 Modal Testing Results

The structure was tested in free condition which means it will not
attached to ground at any of its coordinates. The structure was
assumed to be linear, observable and time-invariant. The structure
was excited by using impact hammer roving method.

The structure was suspended using an elastic string with the flat
surface was facing down. All the sensors were fixed to respective
measurement locations using beeswax. An impact hammer was used
to hit the excitation points accordingly. All the hitting sequence was
determined during pre-test phase. The accelerometers used for
response measurement were B&K 4517 and the hammer was B&K
8204.

The analysis mode chose was baseband, frequency span was set to
400Hz with 200 lines, thus made the signal duration become 500ms.
Transient window was chose to filter hammer’s signal whereas
exponential window for response signal. Coherence measurements
corresponding to the FRF showed acceptable correlation at most of
the resonances. The measurements of FRF were averaged four times
using linear modes. Any overload and double hit impacts were
rejected.

The natural frequencies and associated mode shapes of the base
pan were estimated based on the FRF’s acquired. All these
parameters were estimated using curve-fitting method which include
real and normalisation function. Natural frequencies obtained from
modal test data were compared with numerical result and tabulated in
Table 1. In order to capture all the desired modes, the modes were
selected between 100 and 200Hz.

3.4 Modal Correlation Analysis
Figure 2 show virtual comparison of mode 1.

Fig. 2a Mode 1 from Numerical
Analysis

Fig. 2b Mode 1 from Experimental
Modal Analysis

4. Discussion

From comparison of natural frequencies, it shows that all the modes
well correlated since the percentage differences were not bigger than
2%. However by virtual comparison, the modes correlated poorly.
Poor correlation was caused by difference between the static
displacements and the mode shape which is known as “scaling”. The
scaling happen due to normal mode shape cannot mimic a true
physical dislocation when there is applied load [5].

Insufficient measurement of DOF also may contribute to the error
because of limited sensors placement. There also might be some
information left out during parameters estimation process which the
TAM cannot animate the desired mode shapes.

5. Conclusions

Modal data obtained from modal analysis is a very helpful piece of
information that can assist in the design of base pan. The
visualisation and understanding of mode shapes will be very
significant in the design process because it can helps to recognise
area of weakness in the design as well as area that need to be
improved.

For this particular case, initial results have proven that reasonably
well correlation in term of natural frequencies. Highest percentage
difference was 1.6%. However, visual comparison shown that some
improvement need to be implement for reducing the scaling effect.
After correlation analysis is satisfied, modal updating can be done.
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Abstract— The time is one of the most important factor in
achieving the destination in a car race. One factor which
contributes in reducing the time is drag force. This paper
proposes a method to optimize the drag force of a car during the
race. An increase in the drag was observed when cooling channel
to direct the airflow into the radiator was installed in the car.
Simulink was used for real-time simulation of the linear motion
of the car to observe the performance of the car by optimizing
the drag coefficient. It was concluded that if the drag coefficient
of the car is optimized from 0.6702 to 0.5853 or 0.6217 then it is
possible to achieve better speed and to cover more distance in
less time as compared to the car with fixed value of drag
coefficient.
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1. Introduction

Taylor’s University Racing Team (TRT) designed and
manufactured and open wheel race car. After the test run it was
observed that the temperature of the engine increases gradually due
to the blockage of the airflow into the radiator which was placed at
the back of the driver seat [1]. It is important to avoid the engine
from overheating to improve its efficiency and to prevent its failure
[1]. In order to cool down the engine a cooling channel (flat plate)
was installed to direct the airflow into the radiator as shown in Figure
1 [1]. An extensive study was conducted by Lee and Al-Obaidi to
calculate the drag and its affect by changing the angle of attack of the
cooling channel [1]. This resulted in additional drag, having this
channel at the given angle is not required but it is required only when
the temperature of the engine reach its maximum limit.

Cooling Channel
<

Figure 1. Car model with cooling channel [1]

The main objective of this research is to design a control system
which adjusts the angle of the cooling channel depending on the
temperature of the engine. This involves the study of the effect of an
optimization of the drag coefficients (C4) on the performance of the
open wheel race car. For this study the drag coefficient is considered
as a variable because the angle of the cooling channel has to be
adjusted during the race to provide minimum possible drag when the
temperature of the engine is normal and vice versa.

2. Research Methodology

It is important to carry out the real time simulation of the car to
study the effect of the drag optimization on the performance of the
race car such as the velocity and distance covered in time. Tasora
(2008) studied the lateral acceleration and reaction of suspension
with respect to time at simulated maneuver by developing the
computer based simulator tool for optimizing the design of the car
[2]. Bruna and Spiridon (2013) studied the effectiveness of numerical
modeling of aerodynamic by adopting the aircraft airfoil on sports
car to determine the Cgq at different angle of attack and concluded that
engineering student can design complex aerodynamic model and

obtain accurate results [4, 5].Lot and Simos (2013) studied the
methodology for lap time optimization of a sports hybrid electrical
vehicle with give characteristics on a particular track [3]. To study
the effect of the drag optimization on the velocity, distance and
acceleration with respect to it is important to simulate the car on the
race track. This can be achieved through Matlab, Simulink.

2.1 Mathematical Modeling

To simulate the motion of car on the race track a mathematical
model was developed. Newton’s second law was used to create the
mathematical model as shown:

YF =ma 1)
[fms = [[ E, +F,— Fy — F; @)
where, > F represents the forces acting on the car.

F is the thrust of the car in Newton .

F is the weight of the car in Newton.

E, =mg 3
Fq is the drag force of the car in Newton.

Fg= % pv? ACq 4
F, is the friction force acting on the car in Newton.

F. =pmg (%)

where m is mass in kg, g is gravity in m/s?, u is friction coefficient,
Cq is drag coefficient, v is velocity in m/s, A is reference area in m
and p is mass density of fluid in kg/m®,

2.2 Simulink

Simulink model is created to simulate the car motion and study the
effect of different drag on the performance of the car. This Simulink
model is only able to simulate the real-time linear motion of the car.
Table 1 shows the main characteristics of the car.

Table 1.Main Characteristics of Race Car

Mass of car (m) 250 kg - -
Driver and fuel mass (m) 80 kg

Friction Coefficient(p) 0.6 - -
Drag Coefficients (Cy) 0.6702 0.6217 0.5853
Maximum Speed(v) 13.8 m/s - -

The values from the table 1 were used in the Simulink model as

shown in Figure 2.

Velocity
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Figure 2. Simulink model for linear motion of the car

As mentioned the drag coefficient is considered as a variable as it
has to be adjusted and readjusted during the race to improve the
performance of the car such as time required to complete one lap is
minimum. When the temperature of the engine is normal the cooling
channel will be adjusted at angle to reduce the overall drag of the car
without allowing the air entering into the radiator. Similarly when the
engine starts to heat up the cooling channel will adjust its angle to
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allow the air into the radiator to cool down the engine which would
result in additional drag.

3. Results and Discussion

The drag coefficient of the car with the cooling channel at different
angle of attack was calculated by Lee and Al-Obaidi as shown in
Figure 3 to determine the minimum possible drag coefficient at
particular angle of the cooling channel [1].

_ 0.6800 0.6702
o 0.6600
> 0.6400
0.6200
0.6000
0.5800
0.5600
0.5400

0.6329 0.6217

Drag Coefficient

Figure 3. Drag Coefficients at different angels of cooling channel

Figure 3 clearly shows that the drag coefficient is higher when the
cooling channel is fixed at its original position at an angle of 36 ° and
if the angle of the cooling channel is readjusted a decrease in the drag
coefficient was observed which could affect the performance of the
car. These drag coefficients were substituted in the Simulink model
to determine performance of the car by observing the change in
velocity and distance with respect to time. Figure 4 shows the time
taken by the car to reach a distance of 5 km when different drag
coefficients were used.
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Figure 4. Distance vs. time at different Drag Coefficient

From Figure 4 it can be observed that when the drag coefficient is
set as zero it only takes around 100 s for car to reach 5000 m. But
when the angle of the cooling channel is adjusted to 36 degree to
allow the air into the radiator for the cooling of the engine the drag
coefficient is increased to 0.6702 and it takes 880 s to cover a
distance of 5000 m. Similarly when the angle of the cooling channel
is adjusted to 90 degree the drag coefficient is increased to 0.5853 it
takes 820 s to reach 5000 m. This clearly proves that the higher the
drag coefficient the more time the car is going to take to complete
one full lap.

0.68
. 0.66 A
g [\
S 0.64
AW
(%)
® 06 X
2 o058 ¢
0.56
0 100 200 300 400 500
Time(s)

Figure 5. Change in Drag coefficient over Time
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Figure 6. Velocity vs. Time at fixed and variable drag coefficient

Figure 6 shows the velocity with respect to time when the drag
coefficient is kept constant and as a variable. It was observed that if
the cooling channel is kept at its original fixed angle of 36° at a drag
coefficient of 0.6702 the maximum velocity attained by the car
would be 6 m/s. And if the drag coefficient is changed during the
race the change in the velocity with respect to time can be observed.
The car started the race at minimum drag coefficient of 0.5853 and
achieved a maximum velocity of around 6.5 m/s. Later during the
race after 100 s the engine started to heat up and the angle of the
cooling channel was adjusted to 54.5° to allow the air into the
radiator to cool down the engine this resulted in an increase of the
drag coefficient to 0.6217 and decreased the velocity of the car to
6.25 m/s. After 200 s when the temperature of the engine had
returned to normal the angle of the cooling channel was readjusted to
90° with drag coefficient of 0.5853 and the change in velocity from
6.25m/s to 6.5 m/s was observed. At 300 s and increase in the
temperature of the engine was observed and the cooling channel was
adjusted to its original position of 36° with a drag coefficient of
0.6702 and a decrease in the velocity to 6 m/s was observed. Figure 5
shows the change in the drag coefficient over the time span of 400s
during the race. This clearly proves that if the drag coefficient of the
race car would be optimized by changing the angle of cooling
channel instead of fixing the cooling channel at a particular angle it
would decrease the time required for the completion of the one lap
due to the continues change in the velocity of the car.

4. Conclusions

Based on the numerical simulation it can be concluded that the drag
coefficient plays an important role on the performance of the race car
and this could increase or decrease the opportunity of winning the
race. If the drag coefficient of the car is optimized during the race it
is possible to achieve better speed and to cover more distance in less
time as compared to the car with fixed value of drag coefficient.

Future studies include the simulation of the car on a complicated
race track with curves and turns to study the effect of the
optimization of the drag on the performance of the car. As well as
optimizing the angle of the cooling channel and drag to provide
airflow into the radiator depending on the temperature of the engine.
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Abstract— This project was about the study of the effect of
vibration on the Human Powered Vehicle (HPV). The amount of
the HPV’s vibration must be comply with the standards given by
the SIRIM. The type of analysis used in this study was numerical
analysis, which was done using ANSYS software to conduct the
simulation on the chassis of the HPV. At the end of the project,
two factors were decided. One of them was the most suitable type
of suspension to be used while the other one was the most suitable
position of the suspension on the HPV.
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1. Introduction

Human powered vehicle (HPV) is defined as a vehicle that operates
using human muscle power (Fehlau, 2003). The purposes of this type
of vehicle are environmentalism, lower cost, exercise and leisure. One
common example of HPV is bicycle (Little, 2006).

The project about the human powered vehicle is developed during
the 3rd year in mechanical engineering degree programme. However,
it was found out that the produced HPV still has many aspects that can
be improved, such as it vibrates when driven through a rough surface
of the road. In order to improve its overall quality, the impact of
vibration on the HPV must be studied.

Fig 1 HPV Produced by the Students

The objectives of the project were:

v" To conduct the numerical analysis on the chassis of the HPV
using ANSYS software.

v To apply the knowledge gained from the results of the
numerical analysis and comply it with the standards given
by SIRIM.

2. Methodology

At the start of the project, the first step was to select the suitable
parameters and boundary conditions to be applied. The area of study
in this project was to focus only on the chassis of the HPV, neglecting
other parts such as the tires and the pedals. The purpose of this was to
make the analysis become simpler and easy to understand. The 3D
model of the chassis was shown in Figure 3. The type of material used
for the chassis was structural steel and its total weight was 15 kg. The
type of meshing used was 3D meshing and the size of the meshing was
set to be medium. This type of meshing was used since it was suitable
for a solid model and also considered to be sufficient enough to
provide the detailed result. The flow chart of the project was shown in
Figure 2.

The suitable parameters and boundary

conditions were decided

Structural analysis of the HPV's chassis
was conducted

Modal analysis of the HPV's chassis was
conducted

Analyse and interpret the results obtained

Suggest suitable methods to control the

vibration of the HPV within the standards

Fig 2 Flow Chart of Research Methodology

Afterwards, the structural analysis of the HPV’s chassis was
conducted. The objective was to determine the amount of deflection
of the chassis when all the forces were applied to it and also the
position of the maximum deflection. The amount of deflection was
assumed to be directly proportional to the amount of vibration the
chassis experiences. First, the analysis was done without involving the
damper in order to find the amount of deflection it experiences when
an excitation force was applied to it. The weight of the driver was kept
constant at 60 kg. The result obtained was then being compared with
the standards provided by SIRIM to check whether it is within the
desired amount or not. It was realized that the result obtained was not
compatible with the standards, so the damper must be applied to the
HPV’s chassis in order reduce the amount of deflection. The structural
analysis was again repeated by applying the damper to the system. The
analysis was being repeated several times until the most suitable
amount of damper was decided to be used.

Fig 3 3D Model of HPV’s Chassis

After that, the modal analysis of the HPV’s chassis was conducted.
The objective was to check whether the chassis vibrates near its natural
frequency when it was driven on a rough road surface. The damper
was not involved during the first analysis. The results obtained shown
that there were few natural frequencies that the chassis encountered
when it was driven. So a damper must be applied to the system in order
to prevent the HPV from vibrating heavily. This can be done by
shifting its natural frequency outside from its working frequency range.
This analysis also were being repeated several times until the most
suitable amount of damper was decided to be used.
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The data collected from both the structural and modal analysis will
be compared and analysed. The information gained from the data
collected, such as its behavior was explained in detail. When the
numerical analysis was carried out, it was essential for the analysis to
be within the scope so that the project will not stray from its objective
and should be able to achieve it at the end. The problems encountered
during the experiment must also be stated and after that give some
suggestions to improve the experiment in the future.

After completing all the studies, the suitable methods to control the
vibration of the HPV are to be developed. There are many techniques
of how to suppress the vibration. In this research, the most suitable
technique chosen was to apply the bike suspension to the chassis. The
bike suspension chosen also must satisfy both the structural and modal
analysis so that the amount of vibration can be efficiently controlled.

3. Results and Discussion

3.1 Result of Static Structural Analysis

The result obtained shown that the maximum deflection of the HPV’s
chassis (5 mm) occurred on the middle of the chassis, which was near
to the position of the driver’s seat. From this it was known that the
driver experienced almost the maximum amount of vibration the HPV
experienced. Besides that, the amount of maximum vibration also did
not comply with the standards given by SIRIM. So the safety and
comfort of the driver was affected from this amount of vibration.

In order to reduce the vibration, damper was applied at the bottom
of the driver’s seat. The most suitable damper chosen had a stiffness
value of 200 GPa. After the damper was applied, the maximum
deflection reduced to 2.5 mm, which was half of the original value.
This amount of vibration the chassis experienced also complies with
the standards so the driver’s comfort and safety were maintained in
this situation. The minimum and maximum deflection that happened
on the HPV was shown on Figure 4 below.

0,000 0.400 0.800(m)

0,200 0,600

Fig 4 Result of Static Structural Analysis

3.2 Result of Modal Analysis

From this analysis, it was shown that the chassis experienced 5 natural
frequencies when it was operating in the range of working frequency.
The working frequency was assumed to be within 1 to 200 Hz. So it
experienced a high amount of vibration since it vibrated near to its
natural frequencies.

The natural frequencies was shifted outside the range of working
frequency by applying a damper to the system. The type of damper
which was decided earlier in the structural analysis was applied first.
However, there were still 2 natural frequencies that happened within

the range of working frequencies. So the damper’s stiffness was
changed to 250 GPa. There was no natural frequency that happened
when this damper was used, so this damper was the most suitable to
be used in the system. This damper also were applied back to the
structural analysis in order to check whether it affects the results. The
maximum and minimum deflection of the chassis was shown in Figure
5 below.

Fig 5 Result of Modal Analysis

4. Conclusions and Recommendations

In conclusion, it is essential to control the vibration of the Human
Powered Vehicle (HPV) within the standards given by ISO. This is to
ensure that the health and comfort of the user is well-maintained at
all times. In order to do that, numerical analysis must be carried out
first before producing the product. This is to understand more about
the vibration experienced by the HPV, such as the source of the
vibration, HPV’s natural frequency and also the amount of vibration
itself.

In the future, it is recommended to conduct both numerical analysis
and also experimental analysis. The purpose of this is to validate
whether the result obtained from the numerical analysis is the same
with a real life. In order to do this, the complete 3D model of the
HPV must be used rather than just the chassis of the HPV so that
both the results will be familiar and can be compared.
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Abstract— Tissue-engineering skin is to accelerates regeneration
of skin wounds and reduce the period of pain feeling during
regeneration. Epithelium consists of fibroblast, keratinocytes,
melanocytes, glands and others. The objective of this project is to
design other culture methods to reduce the production cost and
time needed to culture sufficient numbers of cells before
implement to patient where mass production might be needed to
fulfil society demand. Fibroblast has been selected to test the
functionality of the design.

Keywords— tissue engineering skin, culture system, fibroblast
1. Introduction

Biomimetic human skin is artificial to reduce the curing time needed
for human skin to regenerate and minimize the time needed for
wound healing process. Human epidermis mainly consists of
fibroblast, keratinocytes, melanocytes and glands where it has a
multilayer structure. The typical practice of culture the multi-layered
epithelium skins are to culture fibroblast and keratinocytes with the
assistance of human fibrin matrix as a scaffold along with calcium
chloride[1].Keratinocytes mainly found in the outer layer of the
epithelium skins where is provide the first line protection to human
body. Besides that, keratinocytes cells are the cells that has air
interface with outside air. Culturing human skin can be improved
using a well-established animal-derived trypsin. [2] The time
consuming of the culture of epithelial cells has contribute to
expensive curing methods. Compare to natural regeneration, tissue
engineering skin has a significant of reduce wound healing time
needed although it is still expensive to due to long culture time
needed and not popular yet in society. The gold standard of clinical
application of skin substitution is to use skin grafting. The limitation
of skill grafting is that the injured part that applied skin grafting need
to have some remains of cells likes fibroblast, keratinocytes and
melanocytes. This is because skin grafting method is to help cells to
proliferate by providing extra-cellular matrix (ECM). If the injury of
skin has reached no cells remain in the skin, skin grafting might not
be the first line curing method. There are few companies has been
trying to improve the culture method, reduce culture time needed and
make the culture methods more easy to implement, but there is still
no significant improvement of culture method. With the latest culture
methods, around 1 to 2 weeks is needed to cure skin injured. The
most significant improvement for culture technology is by Nunc
Company that introduces Thermo-culture plate where the cells can be
detached from culture plate when the temperature changes. This is
considered the significant improvement because the cells that culture
in culture plates wells cannot be detached or the cells will be
damaged.

The main objective of this project is to design a culture system for
culturing epidermis of human skin with lower cost of production,
higher production rate and higher efficiency of transferring cultured
cells. Fibroblast cells have been selected to test the functionality of
the design.

2. Research methodology

This project has implement Conceive, Design, Implement and
Operate (CDIO) design concept as advice. The 5 main phases of this
project are conceiving stage, design stage, implement stage, operate
stage and testing stage. Phase 1 is idea conceive, phase 2(a) material

selection, 2(b) design, phase 3 building of prototype,
temperature control and timer and phase 5 testing of prototype.

phase

This project belongs to a quantitative study where it includes
mathematic modeling and assesses the functionality of the prototype
of this project through experiment. This project is to design and
develop tissue engineering skin culture system that enables to
produce artificial epithelium with simply method and lower
production cost. Fibroblast cells have selected to test the
functionality of the prototype. This is because fibroblast is one of
major cells in dermis layer where act as a support for keratinocytes
cells at epidermal. Hence, the cell chosen to test the functionality of
the prototype is fibroblast cells. Well establish of fibroblast also
contribute to be selected to verify this prototype.

Flow chart for research methodology
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3. Structure of skin

The three main layers of skin are epidermis in the outermost layer,
dermis medium layer and the hypodermis inner layer. The thickness
of the outer most is around 0.1-0.2 mm. At this layer, the main cells
types are keratinocytes and melanocytes. The function of this layer is
to provide vital barrier function. [4] The dermis medium layer
consists of fibroblast which is the main cellular components of this
layer. There are enzymes in this layer will produce wound healing
affect and revive process of skin. The enzymes are continuing
produced by elastin and glycosaminoglycan (GAGS). This is because
fibroblast producing extracellular matrix (ECM) and provides all cell
types with nutrients by the vascular system. Besides that, sweat
glands, sebaceous and hair follicles are found at dermis and
epidermis layer. Hypodermis consists of white blood cells
macrophages, fibroblasts, plasma cells, adipose cells, glands and
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fibers like collagen and elastin [5]The simplified structure of skin has
been shown in figure 1 below.

Melanocyte Basal

Keratinocyte Coll
Sweat gland

gen Seb gland
Fibroblast

Figure 1 —The simple structure of skin [3]

4. Development event of tissue engineering skin

Around 2011, by using the concept of skin micrographs to rejuvenate
the epidermis of full-thickness wounds and combined the hydrogel
and foam dressing. It has proven can be regenerate 5cm X 5¢cm full-
thickness wounds with a split-thickness skin graft to expansion. [6]
The main weakness of full-thickness skin graft (FTSG) or split-
thickness skin graft (STSG) is where skin graft has a change of
failure which will lead to the grafted skin not healing the wound and
it needs to repeat the skin graft from beginning. This will cause even
longer time needed for patient to recover and painful feeling of the
failure of skin graft.

Around 2013, full thickness skin regeneration without scarring was
proven by introducing RNAI functionalized collagen-chitosan[7]
Besides that, Nunc Company introduced temperature- responsive
cell culture surface. By using Immobilized polymer poly (N-
isopropylacrylamide) or also name as PIPAAm which is the skin
grafted issue culture polystyrene (TCPS) surface, it able to release
the adherent cells that culture in the surface when the temperature
reduce to below 32 degree Celsius. [8] This is because that material
has change to hydrophilic and binds water when the temperature goes
below 32 degree Celsius. The main challenge for this technology is
expensive and need experience people to handle the culture system.
As a result, this project is trying to simplify the culture method and
make it cheaper compare to these technologies. There is area of
improvement of multi-culture plate where it just stacks the culture
flask together. Furthermore, the available design in market are unable
to reduce the workload of culturing cells and it only help to make
culture flask more organize when putting in incubator.

5. Improvement of culture flask design

The improvement of culture plate has been designed to simplify skin
culture system for stage 4 cell culture which is proliferate stage
before it apply to patient. The common practice after separate glow
of Kkeratinocytes and fibroblast, both types of cells are required to
remove from the culture flask and combine both cells in another
culture flask or other culture plate. Since position of keratinocytes is
always above of fibroblast  position, the design has allowed user to
presetting the position of cells during proliferate culture stage and
enable to mix those cells by removing the slide in between both
different culture space of cells. The temperature needs to be reduced
to below 32 degree Celsius before removing the slide. This is
because the slide is coated by isopropylacrylamide (PIPAAmM) and
allows cells to detach from culture slide, so that the cells will not
damage when removing the slide where the cells used to attach and

proliferate. This design has reduced loss of healthy cells when
transferring from one culture flask to another flask. One of the main
reason for long culture time is needed is where the cells needs to be
cultured to the desired numbers of cells and the numbers of cells is
always very huge. This is because some of the healthy cells are
expected to be damaged or loss when transferring from culture plate
to patient injured body part. By reducing loss of cells using this
design where it leads to increases of efficiency of transferring of cells.
This has contributed to reduce the number of cells needs to be
cultured due to higher efficiency of transferring cells. Lower desire
number of cells need to be cultured will directly reduce the time
needed of culture cells before it transfer to patient. The cost of cell
culture has been reduced because of lower time needed to culture.
Besides the cost of culture cells is reduced, it also reduce the number
of days of patient suffer while waiting for the desired cell to be
cultured and transfer. If we able to cure patient with shorter time, it
will contribute doctor in hospital able to serve more patient or help
more patient. Figure 2 below has shown that the design of the culture
plate.

Figure 2—The prototype of culture flask design

6. Conclusions

As a conclusion, this project is trying to reduce culture time taken
and simply the culture method where it reduces the workload of
culture cells and increase the efficiency of transferring cultured cells
to the patient. In this project, it only tested with fibroblast cells to
prove the concept of the design.
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Abstract— In this research, commercially available 3mol% Y-TZP
powder was subjected to different sintering schedule with
temperatures ranging from 1250-1500°C by presureless sintering
with a holding time of 1 minute to 2 hours using a standard cooling
rate of 10°C/min. Mechanical evaluation in terms of Bulk
density, Young’s modulus, Vickers hardness and fracture
toughness were carried out in order to investigate the effects
of sintering time and sintering temperature on the 3Y-TZP
ceramics. Sintering time was found to be an important factor
governing the density of the sintered 3Y-TZP samples. It was found
that longer holding times resulted in higher densities. Moreover, it
was also found that 3Y-TZP samples with holding times of 2 hours, 1
hour, and 30 minutes and 1 minute exhibit the same trend in
mechanical properties magnitude variation.

Keywords— Sintering, Y-TZP, Mechanical Properties, Ramp rate,
Densification, Monoclinic, Tetragonal, Cubic

1. Introduction

Yttria-Tetragonal Zirconia Polycrystals (Y-TZP) that stabilised by
2.5 to 3 mol% yttrium oxide has been the most popular type of
ceramic material due to its excellent flexural strength (>1000 MPa)
and high fracture toughness (> 5 MPam'?). As such, Y-TZP ceramic
is used in many diverse applications including cutting tools, dies,
thermal barrier coatings, piston, valves, knives, bioimplants, etc.
Pure undoped Y-TZP (ZrO2) exhibits phase transformation with a
sequence from monoclinic (m) to tetragonal (t) and finally to cubic (c)
configuration[1]. The sintering time affects the transformations
between different polymorphs which are essential for the processing
and yielding various mechanical properties of Zirconia ceramics [2].
Studies in phase transformation of Zirconia ceramics from various
literatures stated that the tetragonal (t) to monoclinic (m) phase
transformation is highly related to the high temperature hysteresis of
approximately 200°C (for undoped Y-TZP) and a finite volume
change of 4-5% [3]. Densification strategies are imperative in the
sintering and fabrication of ceramic components in order to
accomplish finer sintered grain sizes and full densification. Sintering
process of zirconium ceramics is completed through one cycle of
heating, holding and cooling [4]

In this research, commercially available 3mol% Y-TZP powder was
subjected to different sintering schedule with temperatures ranging
from 1250-1500°C by presureless sintering with a holding time of 1
minute to 2 hours using a standard cooling rate of 10°C/min. The
main objective of this research was to sinter samples which exhibit
high mechanical properties, small grain sizes whilst maintaining the
tetragonal phase stability.

2. Research Methodology

2.1 Sample Preparation

The 3% mol yttria-stabilized zirconia used in this research was
manufactured by Kyoritsu Ltd., Japan under the code name KZ-3YF.

Powder Characteristics

Yttria (mol%) 3
Average particle diameter (um) 0.2
Specific surface area 16
Bulk Density (g/cm?) 6.09
Bending Strength (MPa) 1100
Fracture Toughness (MPam'5) 4-6
Hardness (GPa) 13

Table 1: Starting properties of Y-TZP powder

The undoped powder were uniaxially compacted at about 1 kN into
discs and rectangular bars using mold and die assembly and cold
isostatically pressed at 200 MPa. The green samples were subjected
to presureless sintering using rapid heating furnace at various
temperatures ranging from 1250°C to 1500°C. A ramp-rate of
10°C/min and holding time of 1 minute to 2 hours were applied in
this research. The sintered samples were firstly ground and polished
prior to density measurement, Vickers hardness testing, XRD and
SEM evaluation.

2.2 Characterization

The mechanical and physical properties of the sintered samples
were determined using various equipments and method of
calculations.

Physical evaluation

Sintered bodies preparation — Grinding using series of silicon
carbide paper followed by polishing using diamond paste down to
1 pm surface finish

Phases present — X-Ray Diffraction

Microstructure evaluation — Scanning Electron Microscope

Mechanical testing and evaluation

Bulk density — Archimedes’s principle

Hardness — Vickers Hardness Tester

Fracture toughness — Vicker’s indentation method
Strength measurement — Instron Universal Testing Machine
(UTM)

Modulus of Elasticity — Grindosonic type MKS5 ‘Industrial’

Table 2: Methods of physical and mechanical evaluation
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3. Results and Discussion

In conclusion, the holding time and temperature plays a significant
role in affecting the mechanical properties (i.e. bulk density, Young’s
modulus, Vickers hardness and fracture toughness) of 3Y-TZP
ceramics. Although the variation in the mechanical properties
observed as the temperature progresses regardless of the holding time
employed is relatively large and thus significant, an interesting
observation can be made based on the results is that much of the
variation that occurred, seems to have taken place when the
temperature of 3Y-TZP samples was within the temperature range of
1250°C to 1350°C. Little fluctuation in magnitude of the mechanical
properties of 3Y-TZP samples was observed above 1400°C until the
maximum temperature of 1500°C was reached. Table 3 shows the
variation both in magnitude and in percentage of the mechanical
properties at three temperature ranges which are 1250°C to 1400°C,
1400°C to 1500°C and 1250°C to 1500°C for 3Y-TZP samples
sintered with a holding time of 1 minute. 3Y-TZP samples with
holding times of 2 hours, 1 hour, and 30 minutes were found to
exhibit the same trend in magnitude variation. Thus it can be inferred
from this result that sintering temperatures of 3Y-TZP within the
range of 1400°C to 1500°C did not cause a significant change in the
mechanical properties when compared to Y-TZP sintered from
1250°C to 1400°C.

Mechanical Temperature Range (°C)
Properties 1250 to 1400 1400 to 1500 1250 to 1500
Bulk Density  4.392—55917 59175895  4.392—-5.895

(Mgm~—3) (35%1) (0.4%]) (34%1)
Young’s 110.2—200.2  200.2—205.4 110.2—205.4
Modulus (82%71) (3%1) (86%71)
(GPa)
Vickers 491—13.1 13.1—10.24 4.91—10.24
Hardness (167%71) (22%)) (108%71)
(GPa)
Fracture 4.69—5.12 5.12—5.14 4.69—5.14
Toughness (35%1) (0.4%71) (9.6%1)
(MPam'/?%)

Table 3: Variation in magnitude of the mechanical properties of Y-TZP
ceramic sintered with 1 minute holding time at three temperature ranges.

Based on the observation, it can be inferred that the 3Y-TZP
sintered within the range of 1250°C to 1400°C underwent micro-
structural changes that would inevitably change the mechanical
properties of these samples. However, at 1400°C (minimum
temperature at which mechanical properties do not vary significantly)
with a holding time of 1 minute yielded ceramics with acceptable
mechanical properties rendering these samples fit for structural
application.

Typical Properties for
recommended samples sintered at
properties for Y- 1400°C / 1min.
TZP* holding time
Bulk Density > 95 97
(Mgm~3)
Young’s Modulus > 180 200.2
(GPa)
Vickers Hardness > 10 13.1
(GPa)
Fracture 4-17 5.12
Toughness
(MPam'/?%)

*Introduction to Zirconia, Magnesium Elektron Ltd., UK (No. 113,1986)

Table 4: Mechanical properties comparison of 3Y-TZP sintered at 1400°C
with 1 minute holding time

Based on the above, 3Y-TZP sample sintered at 1400°C with a
holding time of 1 minute fits well within the postulated criterion for
3Y-TZP that are deemed fit for industrial application.

4. Conclusion and recommendation

The current study was carried out to evaluate the possibility of
fabricating 3Y-TZP ceramics with mechanical properties that are
desirable to ensure that these fabricated ceramics do not fail under
hostile humid environment. The main parameter that was
manipulated in order to achieve these objectives was the sintering
holding time and sintering temperature. Sintering time was found to
be an important factor governing the density of the sintered 3Y-TZP
samples. It was found that longer holding times resulted in higher
densities. Moreover, it was also found that 3Y-TZP samples with
holding times of 2 hours, 1 hour, and 30 minutes and 1 minute
exhibit the same trend in mechanical properties magnitude variation.

More detailed study on the ramp rate employed in the sintering
profile could lead to a better densification. Employing a lower ramp
rate to reduce the onset temperature of sintering might be useful in
attaining 3Y-TZP with higher density.
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